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ABSTRACT

Learning fashion compatibility is of great significance to
both academic research and industry, which serves as a key
technique for many real applications like online shopping rec-
ommendation and clothing generation. In previous studies,
user-generated data (e.g. outfits from social media platform)
are usually used for learning item embeddings and further
modeling the compatibility. However, due to the noisy and
messy nature of such data, one can hardly learn a repre-
sentation that can clearly characterize the fashion-related
attributes (e.g. color, material). In this paper, we propose an
Attention-based Dataset Distillation Graph Neural Network
(ADD-GNN) to leverage the designer-generated data as a
guidance on modeling the outfit compatibility. Specifically,
we jointly optimize two components which distill knowledge
from fashion designers for feature representation learning
and model the overall compatibility through attention-based
graph neural network. Experimental results on real world
fashion datasets clearly demonstrate the superiority of our
proposed ADD-GNN against several competitive baselines in
outfit compatibility tasks, which proves the effectiveness of
distilling knowledge from designers.

Index Terms— fashion compatibility, dataset distillation,
graph neural network

1. INTRODUCTION

Fashion plays an important and complex role in our social
life. Fashion style can be considered as common knowledge
of people about a certain type of clothing and the extended
meaning it represents. Therefore, learning fashion compat-
ibility has become an attractive research direction in recent
years[1, 2], which can be further applied to online shopping
recommendation and clothing generation.

Nowadays people are used to learn fashion trends from
both fashion designers and other users from the Internet.
Many famous fashion brands present their new designs on
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Fig. 1. The framework of our proposed model.

fashion shows, which may lead the fashion trend over a year.
People also share and comment their outfits on social network
and online shopping sites. In a word, it is more convenient
for people to enhance their fashion sense through daily social
life.

However, it is not the case in the fashion research field. By
so far, there are few researches considering fashion knowl-
edge from designer-generated and user-generated data. In
previous studies, researchers usually leverage user-generated
data to extract the embeddings of the fashion items and learn
the compatibility scores of the outfits, either through a pair-
wise scheme [3, 4] or by considering the compatibility of the
whole outfit [5, 6, 7]. Due to the noisy and messy nature of
user-generated data on the social media platform, it is usu-
ally difficult for traditional methods to acquire high quality
item embeddings which can clearly characterize the complex
fashion-related attributes (e.g. color, material), causing the
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unsatisfactory performance on predicting outfit compatibil-
ity. This leads us to the question: how to leverage the expert
knowledge from fashion designers to guide the modeling of
complex correlation between clothing attributes, and further
exploit it to better study the overall compatibility of outfits.

To study the development of fashion styles, [8] has intro-
duced a large fashion show dataset, which contains images
of outfits from different fashion designers and serves as an
ideal external source of fashion compatibility learning task.
Moreover, we are enlightened by the dataset distillation tech-
niques introduced by [9], as an alternative formulation of tra-
ditional knowledge distillation method [10]. Instead of distill-
ing knowledge of a complex model into a simpler one, dataset
distillation aims to distill knowledge of one dataset into an-
other one. Inspired by theses works, we try to leverage the
knowledge from designers and apply it to our compatibility
learning problem through a dataset distillation scheme.

In this paper, we propose an Attention-based Dataset Dis-
tillation Graph Neural Network (ADD-GNN) which synergis-
tically distill knowledge from fashion designers to guide the
study of fashion attributes as well as capture the hidden cor-
relations between clothing items through an attention-based
graph neural network. The framework of our model is shown
in Fig 1. Specifically, we consider the whole set of fashion
items as a fashion graph, where the categories of the fash-
ion items are the nodes. Each outfit is made up of a set of
fashion items, which appears to be its subgraph. We first
extract image features of the clothing items using convolu-
tional neural network. We learn several fashion attributes
from the image features and get the importance of different
attributes using attention mechanism. We align the latent fea-
tures learned from the teacher network with those from stu-
dent network. Then we get the aggregated embedding fea-
tures of each node using a graph neural network. Finally we
add the pair-wise compatibility scores of the items, and get
the compatibility score of the whole outfit. Empirical results
on real-world datasets demonstrate the effectiveness of our
proposed method in terms of AUC and FITB accuracy.

Our contributions are described as follows:

• We are the first to introduce expert knowledge from
fashion designers into fashion compatibility analysis.

• We propose a synergistically model to both learn the
hidden correlation of fashion attributes and describe the
relationship between clothing items.

• We conduct experiments on user-generated dataset and
improve the compatibility score by introducing knowl-
edge from designer-generated dataset.

2. RELATED WORKS

Previous works have been done on pair-level compatibility.
[3] learns type-aware embeddings in subspaces that can cap-

ture similarities in different attributes. [4] proposes a content-
based neural scheme to model fashion compatibility. These
researches are difficult to capture the complex relationship
between items. It is also easy to omit the contribution of ac-
cessories to the overall style of clothing.

Later works take into account outfit-level compatibility.
[5] proposes a bidirectional LSTM (Bi-LSTM) model which
sequentially predict the next item of the outfit. [7] employs
multiplication of an individual feature with the gradient of the
output score to quantify the influence score of each item fea-
ture. [11] first introduces graph convolution network in outfit
compatibility prediction. These works learn fashion compat-
ibility through massive online data provided by users. The
information was messy and could not accurately reflect the
fashion trend.

3. METHODOLOGY

3.1. Problem formulation

Problem Given a set of fashion outfits O = (o1, o2, o3, . . . )
and a fashion graph G, our goal is to measure the compatibil-
ity score yo of an outfit o ∈ O.

Definition 1. Each outfit o = (x1, x2, x3, . . . ) contains
|o| fashion items. Each fashion item xi belongs to a fashion
category ci, and is made up of K attributes.

Definition 2. The fashion graph G = (N,E,A) is a di-
rected graph, where each node ci ∈ N represents a clothing
category, and A ∈ R|N |×|N | is the weight matrix of the graph.
Aij ∈ A represents the frequency of two categories ci and cj
appearing together in the whole outfit set. For each outfit o,
the fashion items in o form a subgraph Go.

3.2. Attribute learning

We suppose there are K latent attributes in one particular
clothing item. These attributes are extracted by K masks, and
then their features are concatenated, resulting in the following
feature representation:

m = (σ(M0f), . . . , σ(MKf)), (1)

where f means the original feature extracted from the image
by convolutional neural networks. m means the masked fea-
ture. M ∈ R|f |×K are the learned masks.

To get disentangled masks, we add a loss LM :

LM = ||M ||1 = max
j

K∑
k=1

|Mk
j |, (2)

where |Mk
j | means the absolute value of Mk

j .

3.3. The graph neural network

The graph neural network is first introduced by [12], which
has been widely used to model graph-structured data. In our
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model, the graph neural network is used to aggregate the item
features in the outfit and get a final item representation.

Before training, we calculate the initial edge weights as
follows:

Aij =
count(ci, cj) + λ

count(ci) + |N | · λ
, (3)

where λ is a smoothing parameter.
We get the initial node feature mi = (mi0, . . . ,miK)

of item image feature fi through masking, as is mentioned
above.

Then we can get the initial hidden state h0
i = (h0

i0, . . . , h
0
iK)

of the node by the following equation:

h0
ik = σ(W0mik + b0), (4)

where σ is the activate function, W0 is the weight matrix and
b0 is the bias.

When modeling one outfit, we extract a subgraph from the
original fashion graph by selecting all categories that belong
to the items. To keep the features stable, we normalize the
weights of a certain node.

In the graph neural network, we get the aggregated node
representations. At the aggregation step t, we have received
the last hidden state ht−1

ik . Then we calculate atik as the
weighted sum of all hidden states in the outfit:

ati =
∑

cj∈Go

Aijh
t−1
j . (5)

Then the hidden state ht
ik with the hidden size |h| is up-

dated as:

zt = σ(Wza
t
ik + Uzh

t−1
i ), rt = σ(Wta

t
ik + Uth

t−1
ik ),

h̃t = tanh(Wha
t
ik + U(rt ⊙ ht−1

ik )),

ht
ik = (1− zt)⊙ ht−1

ik + zt ⊙ h̃t,
(6)

where Wz ,Wt,Wh are the corresponding weight matrices.
After aggregation, we have the final node representation

ht
i = (ht

i0, . . . , h
t
iK) of node ci. For each item pair ht

i and ht
j ,

the pair-wise compatibility score is:

P (i, j) =

K∑
k=1

ht
ikWkh

t
jk, (7)

where W ∈ RK×|h|×|h| means the attention weight of K at-
tributes.

We calculate the outfit compatibility score y as the aver-
age of the weighted sum of the pair-wise similarity:

y =
1

|Go|(|Go| − 1)

∑
ci,cj∈Go

P (i, j). (8)

We consider an outfit from the dataset as positive outfit
xpos. For each positive outfit, we randomly substitute one

item with a randomly chosen item from the whole dataset to
form a negative sample xneg . ypos and yneg are their compat-
ibility scores. The loss of the final output LO is:

LO =
∑

(ypos,yneg)∈O

−lnσ(ypos − yneg), (9)

where σ is the activate function.

3.4. Knowledge distillation

We train our teacher network on the fashion show dataset,
which will be introduced in detail in section 4. In the fashion
show dataset, their are only two parts (top and bottom) in one
outfit. So we do not apply the graph neural network.

For each outfit o = (x0, x1), the original feature of xi is
fi. Then we can get the compatibility score as follows:

y = P (0, 1) =

K∑
k=1

mk
0Wkm

k
1 , (10)

where mi is calculated by Eq 1.
The loss between the teacher network and the student net-

work is:

LD =

K∑
k=1

||mk
student −mk

teacher||2. (11)

3.5. Optimization

We formulate the objective function as:

L = LO + λ1LM + λ2LD + λ3||Θ||, (12)

where Θ refers to the set of parameters, λ1, λ2 and λ3 refer
to the hyper-parameters.

4. EXPERIMENTS

4.1. Datasets

We conduct our experiments on the following datasets:
(1) Fashion32 Dataset[13]: It is built up with fashion im-

ages from an e-commerce website1, which represents user-
generated data. It contains 13,904 outfits in which the fashion
items belong to 90 categories2.

(2) Fashion Show Dataset[8]: It is built up with fash-
ion show images from Vogue3, which represents designer-
generated data. It contains 550 fashion brands in 10 years4.
We select 30,058 outfits with both top and bottom clothes.

The datasets are split into 3 parts: training set, validation
set and test set. The proportion of each part is 7:1:2.

1JD.com
2http://www.larry-lai.com/fashion.html
3vogue.com
4https://pan.baidu.com/s/1boPm2OB
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4.2. Experimental setup

4.2.1. Evaluation tasks

To verify the performance of the proposed model, we evaluate
it on the following two tasks:

(1) Fill-in-the-blank(FITB): Given a set of fashion items
from one outfit, our goal is to select one item from multiple
choices that is compatible with other items.

(2) Compatibility prediction: We use the area under the
receiver operating characteristic curve (AUC) as the metric.

4.2.2. Experimental settings

We build a feature extractor using Resnet50 [14], which
is pre-trained on ImageNet [15]. We remove the last fully
connected layer. For each fashion image, we extract 2048-
dimensional feature data.

The number of attributes K is 4. The number of hidden
units of the graph is 256. The aggregation step in GNN is
2. We use RMSprop as the optimizer and set the parameter
λ1 = λ2 = λ3 = 0.001. The learning rate is 0.001.

4.2.3. Comparison methods

We compare our model with several prior works:
Bi-LSTM[5] This work is the first outfit-level fashion

compatibility model. It sequentially predicts the next item
conditioned on previous ones to learn their compatibility. We
only use the visual part of the model.

NGNN[11] This is the first model to represent outfit as a
graph. We train the visual model.

4.3. Experimental results

4.3.1. Performance analysis

Model AUC FITB Accuracy

Bi-LSTM 0.849 0.604
NGNN 0.862 0.691

ADD-GNN 0.883 0.731

Table 1. Experimental results on Fashion32 dataset, higher
score indicates better performance.

We conduct experiments on both fill-in-the-blank and out-
fit compatibility tasks. The results are shown in Table 1.
All methods have higher AUC score because it is simpler for
all methods to identify the more compatible outfit from two
choices than from multiple choices.

The experimental results confirm the effectiveness of our
model. On this basis, we further analyze the following as-
pects:

1) Compared with sequence model, graph models have
higher AUC and FITB scores, which proves the effectiveness
of considering the mutual interaction between clothing items.

2) Compared with NGNN, our model gets a 2.1% and a
4.0% improvement on AUC and FITB accuracy. The results
prove that using dataset distillation and focusing on disentan-
gled attributes can benefit fashion compatibility prediction.

4.3.2. Ablation Studies

Model AUC FITB Accuracy

ADD-GNN w.o. Knowledge 0.860 0.688
ADD-GNN w.o. Graph 0.867 0.724

ADD-GNN 0.883 0.731

Table 2. Performance analysis of different model variants.
Here ”w.o. Knowledge/Graph” means we exclude the data
distillation/GNN component from the model.

Table 2 shows the contributions of different components
in our model. When adding dataset distillation, we get a 2.3%
and a 4.3% improvement on AUC and FITB accuracy. When
using the graph structure, we get a 1.6% and a 0.7% improve-
ment on AUC and FITB accuracy.

Fig. 2. Performance analysis of different attribute number K.

To explore the performance of attribute learning, we com-
pare the AUC and FITB accuracy of different attribute num-
ber K. Figure 2 shows the results. When the attribute number
K increases, AUC and FITB accuracy increases at first and
then stay stable, which means the separation of attributes can
benefit compatibility learning.

5. CONCLUSIONS

In this paper, we propose an Attention-based Knowledge Dis-
tillation Graph Neural Network to model fashion compatibil-
ity. We learn the importance of different attributes in fashion
items from fashion designers. We model the outfit using graph
structure, which can learn the relationship between clothing
items. The experimental results prove the effectiveness of our
method. Our approach can be applied to many areas, includ-
ing online fashion recommendation. In the future, we can
adopt more personal information into fashion modeling, such
as user preference.
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