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Abstract

To give a more humanized response in Voice Dialogue Appli-
cations (VDAs), inferring emotion states from users’ queries
may play an important role. However, in VDAs, we have
tremendous amount of VDA users and massive scale of un-
labeled data with high dimension features from multimodal
information, which challenge the traditional speech emo-
tion recognition methods. In this paper, to better infer emo-
tion from conversational voice data, we propose a semi-
supervised multi-path generative neural network. Specifi-
cally, first, we build a novel supervised multi-path deep
neural network framework. To avoid high dimensional in-
put, raw features are trained by groups in local classifiers.
Then high-level features of each local classifiers are con-
catenated as input of a global classifier. These two kinds
classifiers are trained simultaneously through a single ob-
jective function to achieve a more effective and discrimi-
native emotion inferring. To further solve the labeled-data-
scarcity problem, we extend the multi-path deep neural net-
work to a generative model based on semi-supervised varia-
tional autoencoder(semi-VAE), which is able to train the la-
beled and unlabeled data simultaneously. Experiment based
on a 24,000 real-world dataset collected from Sogou Voice
Assistant](SVADIS) and a benchmark dataset IEMOCAP
show that our method significantly outperforms the existing
state-of-the-art results.

1 Introduction

The increasing popularity of Voice Dialogue Applica-
tions(VDASs), such as Siri?, brings great convenience to our
daily life. As the same words said in different emotion can
convey quite different messages, inferring emotion from
these conversational voice data of queries can assist to un-
derstand the true meaning of users as well as provide more
humanized responses.

Traditionally, in speech emotion recognition, there are
two kinds of major frameworks. One is HMM-GMM frame-
work based on dynamic features (Schuller, Rigoll, and Lang
2003) , another one is support vector machines (SVM) based
on high-level representations(Schuller et al. 2009). Recently,
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more and more attention has been paid to deep learning for
speech emotion recognition which results in a better per-
formance than the traditional framework (Kim, Lee, and
Provost 2013). Totally, two kinds of frameworks based on
deep learning have been proposed for speech emotion recog-
nition. Some researches are based on utterance-level features
which usually extract high-level representations from low-
level descriptors(LLDs) and then utilize deep neural net-
work (DNN) for classification (Xia and Liu 2017). Mean-
while, instead of high-level statistics representation, some
other researches utilize frame-level representation or raw
signal as input to neural network for an end-to-end train-
ing (Zhang et al. 2016; Trigeorgis et al. 2016). Also, some
works have focused on unsupervised learning for speech
emotion recognition (Ren et al. 2014; Wu et al. 2016;
Ghosh et al. 2016; Chang and Scherer 2017), which utilize
the unlabeled data to help improve the performance. Gener-
ally, deep learning have made a great contribution to speech
emotion learning.

However, for inferring emotion from conversational voice
data, these works based on deep learning have limitations
in the following two aspects. 1) for utterance-level frame-
work, features generated from lots of statistics functions
usually concatenated without selection before input to nets,
which lead to difficulty for getting satisfied training perfor-
mance because of high dimension features. Although some
dimensionality reduction techniques are explored to solve
this problem (Jin et al. 2014; Liu et al. 2017), finding a sat-
isfied strategy is not easy because of some information must
be loss from raw features; 2) Previous works primarily fo-
cus on datasets with limited amount of labeled data, such
as [IEMOCAP database (Busso et al. 2008). While in VDAs,
we have tremendous amount of users and massive scale con-
versational voice data which raise difficulty to manually la-
bel, so how to make use of labeled data and unlabeled data
jointly is a quite crucial factor. As for the works focused
on unsupervised learning, their frameworks usually contain
two steps: representation learning based on unlabeled data
and classifier training based on labeled data. However, these
models, overfit easily due to the small amount labeled data
for classifier training which greatly limit the performances.
Therefore, how to utilize those unlabeled data to increase the
speech emotion inference accuracy is still a challenge.

In this paper, employing a real-world VDA data, we
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Figure 1: The workflow of our framework.

propose a novel semi-supervised learning scheme with
multi-path generative neural network (MGNN) to solve the
limitations mentioned above for speech emotion recogni-
tion(shown in Figure 1). Specifically, first, we propose a
novel supervised multi-path deep neural network frame-
work. Rather than learn a single classifier through the
whole features for our task, the whole features are divided
into groups based on different LLDs and statistics func-
tions, such as mean of MFCC features. Then, the high-
level representation features learned from local classifiers
are concatenated to feed into a global classifier. More im-
portantly, local classifiers and global classifier are trained
simultaneously through a single objective function. Sec-
ond, we extend the multi-path deep neural network to
a generative model based on semi-supervised variational
autoencoder(semi-VAE)(Kingma et al. 2014). Employed as
the local part of multi-path method, semi-VAE utilize la-
beled data to train a classifier and exploit unlabeled data
to strengthen the classifier simultaneously. Experiments on
benchmark dataset IEMOCAP and real-world voice dataset
from Sogou Voice Assistant(SVAD13)(a Chinese Siri) show
that our framework is efficient. Especially for IEMOCAP,
our method outperform (+11.6% in terms of unweighted ac-
curacy of acoustic and textual feature)the existing state-of-
the-art methods.
Our main contributions are summarized as below.

First, we propose a novel supervised multi-path deep neu-
ral network framework. Unlike the existing works that
employ the whole features as input and train them in a
single classifier, the proposed framework train raw fea-
tures by groups in local classifiers to avoid high dimen-
sional. Then high-level features of each local classifiers
are concatenated as input of a global classifier. More im-
portantly, these two kinds classifiers are trained simulta-
neously through a single objective function to achieve a
more effective and discriminative emotion inferring.

Second, extending the multi-path deep neural network to
a generative model based on semi-VAE, we introduce a
semi-supervised multi-path generative framework. By uti-
lizing labeled data and unlabeled data as a joint process

for training, to some extent, it help solve the problem
of over-fitting easily caused by the small amount labeled
data in classifier training.

The rest of paper is organized as follows. Section 2 lists re-
lated works. Section 3 formulates the problem. Section 4
presents the methodologies. Section 5 introduces the exper-
iment dataset and results. Section 6 is the conclusion.

2 Related Works

In this section, we briefly review previous methods which
are most related to our work including speech emotion
recognition and semi-supervised learning.

Speech emotion recognition. Existing works can be
sorted into two aspects: utterance-level feature based and
frame-level feature based. Researches on utterance-level
feature based approaches generate high-level representation
from LLDs with lots of statistics functions, and then as input
of DNN for classification (Xia and Liu 2017). For frame-
level feature based approaches, (Mirsamadi, Barsoum, and
Zhang 2017) propose local attention based recurrent neu-
ral networks for speech emotion recognition. (Zhang et al.
2016) propose multi-modal learning scheme based on con-
volutional network for audio-visual emotion recognition.
(Trigeorgis et al. 2016) utilize convolutional recurrent net-
work to learn high-level representations for recognition.

semi-supervised learning. As autoencoders have always
been a common way to make better use of unlabeled data.
(Ghosh et al. 2016) utilize stacked autoencoder to form high-
level representation with an unsupervised way, and adopt
BLSTM for classification. (Chang and Scherer 2017) learn
representations based DCGAN for speech emotion recog-
nition. In these works, two independent parts usually con-
tained: representation learning based on unlabeled data and
classifier training based on labeled data, which overfit eas-
ily due to the small amount labeled data for classifier train-
ing. To our best knowledge, seldom work make use of la-
beled data and unlabeled data as a joint process in training
for speech emotion recognition. It is worth noting that great
success has been achieved based semi-supervised learning
approach, such as variational autoencoder (VAE) (Kingma



