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Abstract

This paper presents our ongoing research in the field of audiom-
etry application development. There are many researches on the
development of audiometry application but they are all platform
specific. In this paper, we developed a new multimodal frame-
work that enabled cross-platform development by using open
standards such as HTMLS, CSSS and JavaScript. We will de-
scribe the architecture of the new multimodal framework which
supports the conduction of the automatic audiometry. Based on
the framework, we further propose three multimodal speech au-
diometry approaches for supporting automatic speech audiom-
etry on mobile devices. By using the framework combined with
the three multimodal speech audiometry approaches, we devel-
oped an application called THear (TsingHua ear) to support
the conduction of pure-tone audiometry and speech audiome-
try on mobile devices. A preliminary performance evaluation
on THear will also be reported.

Index Terms: audiometry, pure-tone audiometry, speech au-
diometry, multimodal framework, mobile application, cross-
platform, e-health

1. Introduction

Speech chain consists of speech perception and speech produc-
tion which plays a very important role in communication in
daily life. There are several researches [1], [2], [3] indicated
that the speech production could be affected by poor percep-
tion. In recent decades, Walkmans, MP3 players and mobile
devices are getting more prevalent. It is very easy to observe
that more people, especially teenagers, keep using earphones
to listen to the music. Unfortunately, a research [4] found out
that the inappropriate duration of exposure to high volume level
could damage our hearing and the damage was not recoverable.
Hearing impairment, or known as hearing loss, brings commu-
nication difficulty and inconvenience to daily life. Therefore,
we should pay attention to protecting our hearing.

In audiology, Pure-Tone Audiometry (PTA) is the most tra-
ditional way to evaluate the hearing level. The aim of PTA is
to identify the hearing threshold of an individual by using au-
diometer to play the pure-tone signal of different frequencies
(usually from 250Hz to 8000Hz) [S] with different sound in-
tensities (in dBHL). The results can then be plotted on an au-
diogram. The normal hearing thresholds should be less than 25
dBHL across all frequencies [6]. On the other hand, Speech
Audiometry (SA) is also actively used for measuring ability in

speech understanding.[7] SA determines the hearing level of an
individual by playing a list of words at a certain sound intensity.
The audiologist will ask the subject to repeat the words to deter-
mine the Speech Reception Threshold (SRT). SRT is defined as
the lowest level in dB at which 50% of the words were repeated
correctly by the subject. Some hearing diseases such as Pres-
byacusis can be diagnosed by PTA on audiogram (significant
increase in hearing threshold at high frequency). For patients
with Auditory Neuropathy(AN), their hearing thresholds on au-
diograms are usually flat like a normal hearing person but SA
can help to distinguish them. Therefore, PTA and SA are the
main audiometries to measure an subject’s hearing level.

Traditional PTA and SA are conducted in hospital since
it requires professional equipment such as audiometer. For-
tunately, the development of mobile devices grows rapidly
in recent years. A modern mobile device usually comes
with many sensors including camera, microphone, speaker,
accelerometers, gyroscopes, etc which can be used for
healthcare[8][9][10][10] and e-learning[11]. The conduction of
PTA on mobile devices are widely researched. Ayag et al. [12]
proved the standard deviation of sound level output across dif-
ferent Android devices would be varied from 1.28 dB to 3.99
dB. Similar researches on iOS devices were also conducted
[13], [14] and [15]. Larrosa et al. [13] proved the difference be-
tween mobile audiometry app on iPhone/ iPad and the standard
audiogram thresholds was -0.21 £ 6.38 dB HL[13]. However,
all of these researches are device specific which is not cross-
platform compatible. SA is mainly conducted in hospitals so
there are not many researches on the conduction of automatic
speech audiometry on mobile devices or computers. Dutch
speech-in-noise screening test [16] and French speech intelli-
gibility in noise [17] were developed in 2002 and 2010 respec-
tively. Two speech audiometries were conducted by telephone.
The correlations between the SRTn test by telephone and pure-
tone average were 0.732[16] and 0.77[17]. Over 20,000 calls
were registered in four months after the launch of the two au-
tomatic speech-in-noise screening tests . This shows that there
is a huge demand for the automatic speech audiometry in the
society. An interactive multimodal speech audiomety is impor-
tant since subjects are required to respond to their answers by
clicking, typing or speaking to support the conduction of speech
audiometry on mobile devices. There are not many researches
in this field. In this paper, we will propose three multimodal
speech audiometries on mobile device.

There are three main mobile operation systems (OS) nowa-
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Figure 1: The multimodal cross-platform framework for au-
diometry on mobile devices.

days which are Apple’s i0S, Google’s Android and Microsoft’s
Windows Phone. However, their applications are platform in-
dependent. As a result, the cost of application development is
expensive in order to support all three operation systems. Liu
et al. leveraged the cross-platform advantage of HTML-based
approach to develop a cross-platform computer-aided pronun-
ciation training system for mobile devices[11]. By taking the
advantage of cross-platform framework, a mobile audiometry
framework can be developed to support the majority of mobile
devices available in the market at minimal cost. The above ap-
proach is helpful to minimize the cost to promote the impor-
tance of protecting hearing to all people.

In this paper, we focus on three main contributions. 1) We
will introduce our new multimodal cross-platform audiometry
framework which supports different mobile devices including
Audroid Phone and Apple iPhone. 2) Based on the frame-
work, we further propose three multimodal speech audiometry
approaches to support the conduction of audiometry automat-
ically. 3) Finally, we developed our mobile, multimodal and
cross-platform audiometry application for mobile devices. An
evaluation had been conducted to prove the accuracy of our
demo application.

2. Our framework and approach
2.1. Framework Architecture

The proposed mobile audiometry framework is based on a 3-tier
client-server architecture shown in Figure 1.

The client side acts as the presentation tier and provides the
multimodal user interface for user interaction. It resides on mo-
bile devices such as Apple iPhone/iPad, Android Phone/Tablet,
etc. The multimodal mobile application is installed at the client
side. PhoneGap framework is used at the client side since it
is based on the open-standard HTMLS, CSS3 and JavaScript
which provide cross-platform capability. The Playback Module
and Recording Module are implemented as PhoneGap Plugins.
The plugins include two parts: (1) the JavaScript APIs which

are used to access the native code and (2) the native code which
is called by the Javascript APIs.

The server side consists of the data tier and the application
tier. The data tier includes databases which are used for storing
user information, user audiometry history, calibration parame-
ters for Playback Module and the speech audiometry word list
with its corresponding audio files. The application tier contains
an application server. The application server is connected to
the databases for storing and retrieving information. It is also
responsible for making logical decisions and performing calcu-
lations. At the same time, the application server exposes the
services requested by the client side as Web APIs which allow
the client to access through HTTP. For example, after the appli-
cation server had received the speech audiometry answers from
the client side, it would retrieve the model answers from the
database and compute the speech audiometry results. The re-
sults would be encapsulated and responded to the client side.

The web services are RESTful that client access is allowed
by Uniform Resources Identifier (URI) and perform “Create”,
“Read”, “Update” and “Delete” access. The messages be-
tween the client and the server are in Javascript Object Nota-
tion (JSON) format which is supported by many programming
languages.

2.2. Two Modules to Support Multimodal Audiometry

There are two important modules to support audiometry. The
first module is called Playback Module. The main responsibil-
ity of this module is to play the audio clips or pure-tone signals
at various sound intensities accurately by loading the model’s
specific calibration parameters from the server. Code 1 shows
the pseudocode of this module. The second module is called
Audio Recording Module. Audio Recording Module records
the sound to our system. The recorded sound file can be used
for analysing the background noise level in order to determine
the accuracy of the audiometry results. This module can also be
used for recording the user’s answers during the speech audiom-
etry. The audio will then be sent to the server and processed by
the automatic speech recognizer or the audiologist remotely.

Code 1 Pseudocode of Playback Module

1: procedure PLAYAUDIOATDB
2: filename <— audio Filename
3:  sourceDb < orginal audio dB
4: iargetDb < target audio dB
5: calParams < Calibration Params of devices
6: 1op:
7: factor = calculateAmplificationFactor(sourceDb, targetDb,
calParams) < Calculate amplification factor
8: samples=readAudioSamples(filename)
9: newSamples =new array()
10: main:
11:  foreach samplein samples do
12: newSample =sample * factor
13: newSamples.push(newSample)
14: finar:
15: playAudioSamples(newSamples)

2.2.1. Implementation of Pure-Tone Audiometry

These are standard procedures for measuring hearing thresh-
old [5]. Pure-tone signals with various sound intensities are
played accordingly and the subject needs to respond “hear” or
“not hear”. The pure-tone signals should be played for 1 to 2
seconds[5]. The sound intensity will be reduced by 10 dB if the
subject heard the signal, otherwise the sound intensity will be
increased by 5 dB[5]. This step is repeated until the threshold
is determined. Our pure-tone audiometry section provides two



button for user response. After all the hearing thresholds across
different frequencies had been determined, the thresholds would
be plotted on an audiogram as the results.

2.2.2. Proposal of Three Approaches for Speech Audiometry

Traditional speech audiometry is conducted in hospitals. Audi-
ologist uses calibrated player to play the speech signals at var-
ious sound intensities. The subject needs to repeat the words
they heard and the audiologist needs to manually mark the an-
swers on the list for word recognition rate calculation. We pro-
pose three multimodal approaches to overcome this manual pro-
cess. (1)The first way is to allow the subject to choose the an-
swer from multiple choices. (2)The second way is to allow the
subject to type the answers in the textbox. The input text would
then be sent to the server and compared with the model answers.
(3)The third way is to allow the subject to record their answers.
The voice would then be sent to the server for speech recogni-
tion or manually recognized by professionals. Our speech au-
diometry section provides the above three ways for the subject
to conduct speech audiometry. After finishing the speech au-
diometry, the corresponding word recognition rate will be plot-
ted on the speech audiogram as a function of Performance In-
tensity.

3. The THear Application

THear is developed based on our multimodal framework men-
tioned above for audiometry on mobile devices.

At the server side, we use MongoDB as our database to
store user information, audiometry results, the sound intensity
calibration parameters and the word lists for speech audiometry.
The audio clips of the speech audiometry are saved as files on
the server. Apache Tomcat is used as the application server.
All the services which includes user information service, user
audiometry history service, sound intensity calibration service
and speech audiometry service are exposed as RESTful services
by Apache Tomcat.

At the client side, PhoneGap is used for providing cross-
platform mobile application. Playback Module Plugin and
Recording Modules Plugin are developed to provide the nec-
essary functionality for conducting the audiometry. HTMLS,
CSS3 and JavaScript are used for building the user interface.
The demonstration of each page is shown in Figure 2 and the
functionalities of each page are described as follows:

1. User account page (Figure 2a): It allows users to cre-
ate or login their accounts to our system. Users are re-
quired to fill in their basic information such as name,
gender, year of born, occupation, whether he/she is wear-
ing hearing aids, etc. This information is useful for sta-
tistical purpose.

2. User audiometry history page (Figure 2b): All the histor-
ical audiometry can be reviewed on this page. Users can
track the changes in their hearing levels over time. They
can also check the dates and the detailed results of each
audiometry.

3. Noise-level measurement page (Figure 2c): The back-
ground noise certainly affects the accuracy of audiome-
try. The background noise is sampled and analysed by
Recording Module on this page. The result of the analy-
sis is used for determining the accuracy of audiometry.

4. Pure-tone audiometry page (Figure 2g): A series of pure-
tone at different frequencies and sound intensities will be
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Figure 2: The pages of (a, top-left) user account, (b, top-middle)
audiometry history, (c, top-right) noise-level measurement, (d,
middle-left) speech audiometry by multiple choices, (e, middle-
middle) speech audiometry by typing answer, (f, middle-right)
speech audiometry by recording, (g, button-left) pure-tone au-
diometry, (h, button-middle) pure-tone audiometry results, (i,
button-right) speech audiometry results.

played accordingly. Users give their responses by click-
ing the “Hear” or “Not hear” button. Playback Module
with calibration parameter is used on this page to ensure
the accuracy of the output sound intensity.

5. Speech audiometry page (Figure 2d, Figure 2e, Fig-
ure 2f): A list of audio clips in the speech audiome-
try word list will be played at various sound intensi-
ties. According to the design of the speech audiometry,
users can respond to the words they heard by 1)Selecting
the answers from multiple choices, 2)Typing the answers
3)Recording the answers. The answers are streamed to
the server to compute the speech audiometry results.

6. Audiometry result page (Figure 2h, Figure 2i): The
pure-tone audiometry results and the speech audiome-
try are reported on this page. Pure-tone audiometry re-
sults with hearing threshold across different frequencies
are reported as audiogram. Word recognition rate and
the performance-intensity function are the results of the
speech audiometry.

4. Pilot Evaluation of THear

12 university students aged 20-25 were invited to conduct pilot
evaluation of THear. They were all with normal hearing. In the
first two evaluations, pure-tone audiometry and speech audiom-
etry were evaluated individually. THear was installed on Apple
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Figure 3: (a, left)The average hearing thresholds of 12 sub-
Jjects by using MPHA and THear. (b, right)The average hearing
thresholds of 12 subjects by using THear on iOS and Android.

iPhone6 Plus and subjects were required to wear the Apple Ear-
pod (come with stock Apple iPhone6) during the evaluations.
In the third evaluation, THear was installed on Sony Xperia Z
(Android 5.1.1) and the phone was used for conducting pure-
tone audiometry. The results were compared with the results of
using Apple iPhone to conduct the evaluation.

4.1. Pure-tone Audiometry Evaluation

Firstly, 12 subjects conducted the pure-tone audiometry with
MPHA, which is a calibrated iPad audiometry application pub-
lished by Wu et al.[15], in a quiet office room (background noise
is 30 - 35dB SPL) to obtain their hearing thresholds. Then they
conducted the pure-tone audiometry with THear in the same
place (Figure 2g). In this experiment, the hearing thresholds
at 6 frequencies (250, 500, 1000, 2000, 4000, 8000 Hz) were
measured.

The average of the two pure-tone audiometry results are
shown in Figure 3. The differences of the two approaches were
-1.7dB, -2.7dB, -1.6dB, -1.95dB, -4.6dB, +0.3dB at 6 frequen-
cies (250, 500, 1000, 2000, 4000, 8000 Hz) respectively. The
differences were not greater than 5dB which was the smallest
interval unit in the audiometry. In addition, the shapes of the
minimal audibility curves were also the same. It proved the ac-
curacy and validity of pure-tone audiometry of THear.

4.2. Speech Audiometry Evaluation

The speech audiometry using the multiple choices approach was
carried out (Figure 2d). All the subjects were required to con-
duct the speech audiometry with 20 different sets of word lists.
For each of the word list, there were 20 questions and each ques-
tion consisted of 4 choices. For each of the question, a monosyl-
lable Mandarin speech was played at a specific sound intensity
once. The subjects needed to select the word they heard on the
screen. The speech audiometry experiment was repeated with
5 sound intensities, which were 1dB HL, 5dB HL, 10dB HL,
20dB HL and 30dB HL. The experiment was conducted in a
quiet office room (background noise is 30 - 35dB SPL)

The average correct rates in different sound intensities were
calculated. We randomly separated all the subjects’ results into
two groups. We treated the first group as the standard group
and the second group as the testing group. The average cor-
rect rate for each subject of the first group was calculated and
plotted on a speech audiogram. The points were connected and
acted as the standard normal-hearing performance-intensity (PI)
function. For the testing group, we plotted each of their PI func-
tion on the speech audiogram. Since all of them were with
normal hearing, their PI function were similar to the standard
normal-hearing PI function as expected. Figure 4 shows the
performance-intensity function of standard group and the 6 sub-

100

90

80

70

60

50

40

30 |

20

10

0

0 5 10 15 20 25 30 35 40
=Subjectl —Subject2 —Subject3 ~Subject4d =Subject5 ~Subject6 @=Standard

Figure 4: The performance-intensity function of standard group
and the 6 subjects in testing group.

jects in testing group. The result proved that THear is accurate
in speech audiometry.

4.3. Cross-platform Evaluation

To prove the reliability of our application across Android phone
and Apple iPhone, we compiled and installed the THear on an
Android phone (Sony XperiaZ, Android 5.1.1). We invited the
same 12 subjects mentioned above to conduct pure-tone au-
diometry in a quiet office room(background noise is 30 - 35dB
SPL, same as above) by using the Android phone. In this exper-
iment, the same earphone (Apple Earpod) was used.

Figure 3b shows the average hearing thersholds measured
by THear on Sony Xperia Z (Android) and Apple iPhone 6 plus
(i0S). The differences of two version of THear were 0.7dB,
1.7dB, 1.5dB, 0.0dB, 2.2dB, 0.4dB at 6 frequencies (250, 500,
1000, 2000, 4000, 8000 Hz) respectively and the average dif-
ference was 1.1dB. In addition, the shapes and the trends of the
minimal audibility curves were also the same. It proved the re-
liability of THear across different mobile OS.

5. Conclusion

This paper proved the possibility of developing an automatic
pure-tone audiometry and speech audiometry for mobile de-
vices. The cross-platform issue was discussed and resolved by
using client-server based multimodal framework. In this frame-
work, open standards such as HTMLS5, CSS5 and JavaScript
are used. A multimodal, cross-platform audiometry applica-
tion, THear, is developed for mobile devices based on the above
framework. Comparing THear with the traditional audiometry,
professional equipment is not required. This creates the possi-
bility of conducting pure-tone audiometry and speech audiome-
try all around the clock for the general public. This application
is a good tool that helps to reduce the workload of doctors or
audiologists by screening the patients.

In the future, the application will be launched to the gen-
eral public for helping people who have concerns about their
hearing. More subjects will be invited to improve the pilot ap-
plication.
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