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Abstract

How do people describe clothing? The words like “for-
mal” or “casual” are usually used. However, recent
works often focus on recognizing or extracting visual
features (e.g., sleeve length, color distribution and cloth-
ing pattern) from clothing images accurately. How can
we bridge the gap between the visual features and the
aesthetic words? In this paper, we formulate this task
to a novel three-level framework: visual features (VF) -
image-scale space (ISS) - aesthetic words space (AWS).
Leveraging the art-field image-scale space served as an
intermediate layer, we first propose a Stacked Denois-
ing Autoencoder Guided by Correlative Labels (SDAE-
GCL) to map the visual features to the image-scale
space; and then according to the semantic distances
computed by WordNet::Similarity, we map the most
often used aesthetic words in online clothing shops
to the image-scale space too. Employing upper-body
menswear images downloaded from several global on-
line clothing shops as experimental data, the results in-
dicate that the proposed three-level framework can help
to capture the subtle relationship between visual fea-
tures and aesthetic words better compared to several
baselines. To demonstrate that our three-level frame-
work and its implementation methods are universally
applicable, we finally present some interesting analyses
on the fashion trend of menswear in the last 10 years.

1 Introduction

Apparel makes the man. It has been documented that peo-
ple reinforce their mood and express their feelings through
their clothing (Kang, Johnson, and Kim 2013). A variety
of researches have made it possible to extract or recog-
nize the visual features (e.g., sleeve length, color distribution
and clothing pattern) from clothing images accurately (Yang
and Ramanan 2011; Yamaguchi, Kiapour, and Berg 2013;
Yang, Luo, and Lin 2014). But how do people describe
clothing? The aesthetic words like “formal” or “casual” are
usually used rather than comments like the sleeves are long
or the collar is round. These aesthetic words are obviously
related to the visual features. For example, suits with more
than three buttons look formal, while tank tops seem casual.
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If it is possible to understand the aesthetic effects of clothing
based on the visual features automatically, there will be sig-
nificant progress in many applications such as clothing rec-
ommendation systems. That means we can enable the com-
puter to learn to appreciate the aesthetic effects of clothing.

However, fulfilling the task is not a trivial issue. Focus-
ing on clothing segmentation and recognition, (Hasan and
Hogg 2010) presents a method for segmenting the parts of
multiple instances using deformable spatial priors. (Wang
and Ai 2011) studies on simultaneous clothing segmentation
for grouping images. (Yamaguchi et al. 2015) proposes to
tackle the clothing parsing problem using a retrieval-based
approach. In recent years, scenario-oriented and occasion-
oriented clothing recommendation have attracted increasing
attentions, which shows that people begin to focus on higher
level semantics related to clothing rather than low-level vi-
sual features. (Shen, Lieberman, and Lam 2007) proposes
the scenario-oriented recommendation to satisfy users’ per-
sonal preference. (Yu-Chu et al. 2012) proposes a system
to recommend an appropriate combination from the user’s
available clothing options according to the current situa-
tion (e.g., the weather and the user’s schedule). Both works
above focus on making users wear properly. However, it is
also quite significant for people to wear aesthetically. (Liu
et al. 2012) takes two criteria, wearing properly and aes-
thetically into consideration. (Kouge et al. 2015) obtains
the associated rules from color combinations to derive im-
pressions. In the field of aesthetics, their works train some
matching rules (e.g., a red T-shirt matches white pants bet-
ter than green ones) to ensure that there is no strange col-
location. Nevertheless, the matching rules cannot reveal the
aesthetic effects holistically and lack interpretability.

In this paper, we aim to bridge the gap between the visual
features and the aesthetic words of clothing. In order to cap-
ture the intrinsic and holistic relationship between them, we
introduce an intermediate layer and form a novel three-level
framework. The low level is visual features (VF) of clothing
images, including color features and pattern features. The
middle level is the image-scale space (ISS) based on the aes-
thetic theory proposed by (Kobayashi 1995), which is a two-
dimensional space (warm-cool and hard-soft) well applied in
art design. The high level is the aesthetic words space (AWS)
consisting of words like “formal” and “casual”. Specifically,
we propose a Stacked Denoising Autoencoder Guided by
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Figure 1: Examples of clothing images and their corresponding aesthetic words.

Correlative Labels (SDAE-GCL) to map the visual features
to the image-scale space. Then, by computing the seman-
tic distances using WordNet::Similarity, we map the most
often used aesthetic words in online clothing shops to the
image-scale space too. Thus, we implement our three-level
framework by mapping both the low level and high level
to the middle level. Employing upper-body menswear im-
ages downloaded from several global online clothing shops
as our experimental data, we first conduct several experi-
ments to evaluate the mapping effects between visual fea-
tures and coordinate values in the image-scale space. The
results indicate that the proposed SDAE-GCL can reduce
4% to 10% in terms of MSE (Mean squared error) and MAE
(Mean absolute error) than baselines. We then present some
examples of clothing images and their corresponding aes-
thetic words to demonstrate the effectiveness of the whole
three-level framework (Shown in Figure 1). Finally some in-
teresting cases of fashion trend analysis are shown to prove
the proposed framework is universally applicable.

We summarize our contributions as follows:

• We build the association between clothing images and
aesthetic words by proposing a three-level framework
(VF-ISS-AWS). This framework introduces a novel no-
tion of using the two-dimensional continuous image-scale
space as an intermediate layer with a strong ability of de-
scription, thus facilitating the deep and high-level under-
standing of aesthetic effects.

• We propose a Stacked Denoising Autoencoder Guided by
Correlative Labels (SDAE-GCL) to implement the map-
ping from visual features to the image-scale space. Specif-
ically, the SDAE-GCL can amend the random error ex-
isting in initial input and make full use of the informa-
tion of both labeled and unlabeled data. Moreover the
stacked methods improve the representation capability of
the model by adding more hidden layers.

2 Problem Formulation

Given a set of clothing images V , we divide it into two
sets V L (labeled data) and V U (unlabeled data). For each
image vi ∈ V , we use a Nq dimensional vector qi =
〈qi1, qi2..qiNq 〉 (∀qij ∈ R) to indicate vi’s color features
(e.g., brightness, saturation), a Np dimensional vector pi =
〈pi1, pi2..piNp〉 (∀pij ∈ R) to indicate vi’s pattern features
(e.g., button type, collar shape, clothing pattern), and a Nc

dimensional vector ci = 〈ci1, ci2..ciNc
〉 (∀cij ∈ R) to in-

dicate vi’s clothing categories (e.g., suit, sweater, shirt). In
addition, Q is defined as a |V | ∗Nq feature matrix with each
element qij denoting the jth color feature of vi. The defini-
tions of P and C are similar to Q.

Definition 1. The Middle Level Image-Scale Space D
is a two-dimensional space (warm-cool and hard-soft), de-
noted as D(wc, hs) (∀wc, hs ∈ [−1,+1]). The horizon-
tal axis represents warmest to coolest with coordinate value
wc varying from -1 to +1, while the vertical axis represents
hard-soft with hs.

Definition 2. The High Level Aesthetic Words Space Y
contains a series of aesthetic words (e.g., graceful, casual,
sporty), which can be further divided into n clusters. Each
cluster consists of several synonymic aesthetic words and n
depends on the actual need of applications.

Problem. Labeling the clothing images with aesthetic
words. The proposed three-level framework is implemented
through 2 steps. 1) Learning a prediction model M :
(V L, V U , Q, P, C) ⇒ D. 2) Determining a function f :Y ⇒
D. For an input image vi ∈ V , we calculate Di(wci, hsi) by
model M and select a word yi, whose two-dimensional co-
ordinate value Dyi

(wcyi
, hsyi

) has least Euclidean distance
to Di(wci, hsi), as the aesthetic label of vi.

3 Methods

In this section, we present the proposed three-level frame-
work (VF-ISS-AWS) in detail. We first illustrate how we
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extract the low-level visual features from clothing images.
Then we propose a Stacked Denoising Autoencoder Guided
by Correlative Labels (SDAE-GCL) to map the visual fea-
tures to the middle-level image-scale space. Finally, we in-
troduce how we map the words, which are related to high-
level aesthetic effects, to the image-scale space.

3.1 Feature Extraction

We define the visual features of clothing from two aspects:
the color features and the pattern features. The color features
reflect the overall perception of clothing images, including
five-color combination (Wang et al. 2014), saturation and
its contrast, brightness and its contrast, warm or cool color
and clear or dull color. The pattern features describe the lo-
cal style of clothing images, including collar shape, clothing
pattern, sleeve length and button type.

We first extract the mask to separate clothing from its
background in the image using the method proposed by (Liu
et al. 2015). Then, for extracting the color features, we adopt
the interpretable aesthetic features and extracting algorithms
proposed by (Wang et al. 2013). For extracting the pattern
features, we use the method proposed by (Szegedy et al.
2014) and train a CNN model to get these features.

3.2 Mapping Visual Features to Image-scale Space

In order to map visual features to the image-scale space,
we divide the task into two steps. Firstly, we propose a
Stacked Denoising Autoencoder Guided by Correlative La-
bels (SDAE-GCL) for feature learning. Secondly, we make
the new constructed features cast into two-dimensional co-
ordinates in image-scale space, which can be considered as
a regression problems.

The Motivation of SDAE-GCL. Although the above-
mentioned feature extraction algorithms perform well, the
visual features cannot avoid errors. Therefore, we first
consider to adopt Denoising Autoencoder (DAE) to make
learned feature representations robust to partial corruption
of the input (Vincent et al. 2008). The traditional DAE first
maps a corrupted input vector to a hidden representation and
then maps it back to a reconstructed feature vector, which is
optimized to be similar to the initial input vector. The hidden
representation can be regarded as the new feature represen-
tation, which serves as the input of the regression model.
Based on the traditional DAE, we further design specific ex-
tensions, according to the following two aspects:

1) Deep Stacked Denoising Autoencoder (SDAE): A
critical challenge of our task is how to unveil the compli-
cated relationship between the visual features and the aes-
thetic effects. The traditional DAE has only one hidden
layer. Obviously, increasing the number of hidden layers can
enhance the modeling ability to handle complicated work
in sophisticated feature learning. Therefore, we import extra
hidden layers in the DAE to get the SDAE.

2) Denoising Autoencoder Guided by Correlative La-
bels (DAE-GCL): Our investigation finds out that for dif-
ferent categories, even clothing images with similar visual
features can present different aesthetic effects, meaning that
aesthetic effects are strongly correlated with clothing cate-
gory. However, the clothing category is a kind of high-level

semantics, which has intrinsic difference with the visual fea-
tures. If we join the categories and visual features together
as the input features of DAE directly, the training process
will be interfered to produce a unexpected performance. In
order to take full advantage of clothing categories, we con-
sider clothing categories as correlative labels and promote
the DAE to a novel structure named DAE-GCL.

Combining the two extensions above, we propose a deep
Stacked DAE-GCL (SDAE-GCL) as shown in Figure 2.

Figure 2: The structure of the SDAE-GCL model. In the
left red box, the corrupted features are got from initial input
through rα(x), and the dimensions with red cross in x̃ are
forced to 0. The Nh hidden layers contain the encoder net-
work and the decoder network, which are in middle green
box. To reduce the difference between {x̂, ĉ} and {x, c}, we
minimize the cost function J(W, b) by tuning the parame-
ters. The correlative labels are added to influence the training
process. After training, the middle layer h�Nh/2� is consid-
ered as output of our SDAE-GCL.

The Structure of SDAE-GCL. Given an image vi ∈
{V L, V U}, the initial input vector ci represents the cloth-
ing category vector and xi represents the visual feature vec-
tor consisting of two parts: the color features qi and pat-
tern features pi. For denoising, we set some dimensions
to 0 randomly in xi to get the partial corrupted features
x̃i = rα(xi), where α is the proportion of the corrupted
dimensions. Then we use a multilayer neural network to re-
build x̃i into zi = {x̂i, ĉi}, where x̂i and ĉi are optimized
to be similar to the initial input vector xi and ci specifically.
The hidden layers of the SDAE-GCL contain encoder net-
work and decoder network as illustrated in the green box of
Figure 2. The relationship between two adjacent layers de-
pends on model parameters. After training, we determine the
parameters and learn the intermediate representation as the
output of this step.

Compared to classical autoencoder, we introduce correl-
ative labels ci into the original symmetrical structure as
shown in blue box of Figure 2. We use the neural network
to regain the correlative labels ci, while reconstructing xi in
parallel using a shared representation. In this way, the cloth-
ing categories can be leveraged to help to discover the correl-
ativity between various visual features and make the training
process more targeted.

Formally, supposing the SDAE-GCL has Nh layers, the
recursion formula between two adjacent layers is:

h
(l+1)
i = s(W (l)h

(l)
i + b(l)) (1)
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Algorithm 1 Stacked Denoising Autoencoder Guided by
Correlative Labels
Input: X = {x1, x2...xm}, a feature matrix of all samples.

C = {c1, c2...cm}, a clothing category set of all sam-
ples.

Output: The middle hidden layer features h(�Nh/2�)
i

1: Initialize model parameters θ(l), α, λ1, λ2, λ3, β

2: Destroy the initial input partial, h(1)
i = x̃i = rα(xi)

3: repeat
4: W (l) = W (l) − β ∂

∂W (l) J(W, b)

5: b(l) = b(l) − β ∂
∂b(l)

J(W, b)
6: until convergence (Gradient Decline)
7: for l=2 to �Nh/2	 do

8: h
(l)
i = s(W (l−1)h

(l−1)
i + b(l−1))

9: end for
10: return h(�Nh/2�)

where h
(l)
i denotes the vector of lth hidden layers for vi,

W (l) and b(l) are the parameters between lth layer and (l +
1)th layer and s is the sigmoid function (s(x) = 1

1+e−x ).

Specially, h(0)
i = x̃i and zi = h

(Nh+1)
i .

The cost function to evaluate the difference between
{xi, ci} and {x̂i, ĉi} is defined as:

J(W, b) =
λ1

2m

m∑
i=1

||xi − x̂i||2 + λ2

2m

m∑
i=1

||ci − ĉi||2

+
λ3

2

∑
l

(||W (l)||2F + ||b(l)||22) (2)

where m is the number of samples, λ1, λ2, λ3 is a regulariza-
tion hyperparameter and || · ||F denotes the Frobenius norm.

The first and second terms in Equation 2 indicate average
error of xi and ci. The third term is a weight decay term
for decreasing the values of the weights W and preventing
overfitting (Ng 2011). The hyperparameters λ1, λ2, λ3 con-
trol the relative importance of the three terms. We define
θ = (W, b) as our parameters to be determined. The training
of SDAE-GCL is optimized to minimize the cost function:

θ∗ = argmin
θ

J(W, b) (3)

The optimization methods used in this paper is Stochastic
Gradient Descent Algorithm (Bottou 2010). For each itera-
tion, we perform updates as following:

W = W − β
∂

∂W
J(W, b) (4)

b = b− β
∂

∂b
J(W, b) (5)

where β is the step size in gradient descent algorithm.
After training, the middle layer h�Nh/2� is considered

as output of our SDAE-GCL. The complete algorithm for
SDAE-GCL is summarized in Algorithm 1.

Regression Model. To map visual features to the image-
scale space, we further make the new constructed features
h(�Nh/2�) produced by SDAE-GCL cast into Di(wci, hsi).
This step can be considered as a regression problem. We will
compare the experimental results of using different regres-
sion models specifically in Section 4.

3.3 Mapping Aesthetic Words to Image-scale
Space

For art design, Kobayashi proposed 180 keywords in 16 aes-
thetic categories and defined their coordinate values in the
image-scale space (Kobayashi 1995). But some of the words
like “alert” and “robust” are seldom used to describe cloth-
ing. How to build a library of aesthetic words describing
clothing specifically? We first observe all the comments in
the last three years from the clothing section of Amazon and
split them by words. Then, using WordNet (Miller 1995),
we only retain those adjectives. Next, we manually remove
those not often used to describe clothing, like “happy” or
“sad”. Finally, we establish the aesthetic words space Y for
clothing, containing 527 words.

Then, we will illustrate how to map the aesthetic words
yi (∀yi ∈ Y ) to the image-scale space D. To determine
the coordinate value Dyi

(wcyi
, hsyi

) of an aesthetic word
yi ∈ Y , we first define the 180 keywords proposed by
Kobayashi as keywordj (j = 1, 2, · · · , 180) and calculate
the semantic distances between yi and each keywordj using
WordNet::Similarity (Pedersen, Patwardhan, and Michelizzi
2004). Then we choose three keywords with the shortest dis-
tances di1 , di2 and di3 , marking the coordinate values of
these three keywords as Di1 (wci1 , hsi1 ), Di2 (wci2 , hsi2 ),
Di3 (wci3 , hsi3 ). Taking the reciprocals of distances reci1 ,
reci2 , reci3 as weights (e.g. reci1 = 1

di1
), the weighted

arithmetic mean1 of Di1 , Di2 and Di3 can be regarded as
the coordinate value Dyi

(wcyi
, hsyi

) of yi. The formula is
shown as follows:

wcyi
=

∑3
k=1 wcik · recik∑3

k=1 recik
, hsyi

=

∑3
k=1 hsik · recik∑3

k=1 recik
(6)

In this way, for each yi ∈ Y , we can calculate its coordinate
value Dyi

in the image-scale space as (wcyi
, hsyi

). To label
an input clothing image v with an aesthetic word, we first
use the proposed SDAE-GCL to predict its coordinate value
Dv(wcv ,hsv) in D. Then, we find a word yv ∈ Y whose cor-
responding coordinate value Dyv

has the shortest Euclidean
distance to the Dv . Thus, yv can be regarded as the aesthetic
word of image v.

4 Experiments
In this section, we first conduct several objective experi-
ments to validate the SDAE-GCL by evaluating the map-
ping effects between visual features of clothing images and
coordinate values in the image-scale space. Then we show
the effectiveness of the proposed VF-ISS-AWS framework
through some interesting demonstrations.

1https://en.wikipedia.org/wiki/Weighted arithmetic mean
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Table 1: Comparison among different autoencoders
Autoencoder Regression MSE MAE

None

SVM

0.3578 0.2808
AE8 0.3462 0.2502

DAE9 0.3398 0.2485
SDAE 0.3395 0.2481

DAE-GCL 0.3365 0.2467
SDAE-GCL 0.3256 0.2366

Table 2: Comparison among different regression models
Autoencoder Regression MSE MAE

SDAE-GCL

KNN 0.3807 0.2734
BLR 0.3271 0.2412
DNN 0.3270 0.2439
SVM 0.3256 0.2366

4.1 Dataset

We employ upper-body menswear as our experimental data
for the following two considerations. First, compared to var-
ious kinds of women’s dress, menswear has more clear cat-
egories and simple features. Second, by focusing on upper-
body but not full-body menswear, we can avoid the deviation
produced by the matches of tops and bottoms.

D1: Labeled Dataset. This dataset contains 5500 im-
ages downloaded from Amazon2. There are 11 common cat-
egories of upper-body menswear in Amazon: suit, sweater,
padding, shirt, tee, windbreak, mountainwear, fur, hoodies,
jacket and vest. We randomly select 500 images for each cat-
egory and manually label the coordinate values in the image-
scale space. Both warm-cool and soft-hard coordinate values
range in [-1, +1] and the granularity of each dimension is
0.1. We invite 5 annotators (2 males and 3 females) who are
well trained with the image-scale space to use the annotation
tool. For each image, its final coordinate value is averaged
over the five coordinate values annotated. If the Euclidean
distance of two values given by different annotators is larger
than 0.3, they will discuss to get an unanimous result.

D2: Unlabeled Dataset. Since one of the advantages of
the proposed SDAE-GCL is that both labeled and unlabeled
data can be incorporated to improve the model accuracy,
we establish an unlabeled upper-body menswear dataset. In
order to make our model more applicable in different data
sources, we select another online shopping website JD3 as
the data source and fetch 130,316 images of the 11 cate-
gories same as those in D1. The category distribution is:
suit: 10.0%, sweater: 9.4%, padding: 15.7%, shirt: 5.7%, tee:
6.4%, windbreak: 9.1%, mountainwear: 6.1%, fur: 9.4%,
hoodies: 5.9%, jacket: 8.4%, vest: 7.7%.

D3: Demonstration Dataset. This dataset consists of two
parts: 1) 76360 menswear images containing 277 brands and
covers the Spring menswear and Fall menswear in the last
10 years from Style 4; 2) 800 menswear images appearing in

2http://www.amazon.com
3http://www.jd.com
4http://www.style.com

Figure 3: Feature contribution analyses

2016 New York fashion week from The Fashion Is To 5.

4.2 Metrics

In the evaluation of the mapping effects between visual fea-
tures of clothing images and coordinate values in the image-
scale space, we calculate the error between predicted coor-
dinate values and labeled coordinate values. The error is for-
mulated by mean squared error (MSE6) and mean absolute
error (MAE7) (Jia et al. 2011). All the experiments are per-
formed on five-folder cross-validation.

4.3 Results and Analyses

Performance of different autoencoders. Using the same
regression model Support Vector Machine (SVM) (Reben-
trost, Mohseni, and Lloyd 2014), we compared the proposed
SDAE-GCL with other different autoencoders. The results
are shown in Table 1. The following results are observed: 1)
Autoencoders perform better than simple SVM regression,
while DAE has even better performance because it works
well on the noisy data which is significant as the features
extracted cannot avoid errors; 2) The proposed SDAE-GCL
outperforms traditional DAE and both the guiding strategy
and stacking strategy contribute to the performance. More-
over, we compare the methods taking clothing categories as
correlative labels and takes them as features. The results
show that the performance of the former method (MSE:
0.3256, MAE: 0.2366) is better than the latter (MSE: 0.3458,
MAE: 0.2507), also supporting the effectiveness of the guid-
ing strategy which takes categories as correlative labels.

Performance of different regression models. Using the
proposed SDAE-GCL, we make several comparisons among
different regression models including Support Vector Ma-
chines (SVM), Bayesian linear regression (BLR) (Wang,
Sun, and Lu 2015), K-Nearest Neighbors (KNN) (Li et al.
2012) and deep neural network (DNN) (Bengio 2009). As
shown in Table 2, all of BLR, DNN and SVM have sat-
isfactory results, which indicates that the SDAE-GCL can
well capture the intrinsic and holistic relationship between
the visual features and aesthetic effects. In our experiments

5http://www.thefashionisto.com/
6https://en.wikipedia.org/wiki/MSE
7https://en.wikipedia.org/wiki/Mean absolute error
8https://en.wikipedia.org/wiki/Autoencoder
9https://en.wikipedia.org/wiki/Deeplearning4j
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(a) (b)

Figure 4: (a) The influence of data size of unlabeled data. (b)
The influence of the number of hidden layers.

and demonstrations, we take the best performing SVM as
the regression model.

Feature contribution analyses. On the condition of
SDAE-GCL and SVM, we discuss the contributions of color
features and pattern features. As shown in Figure 3, all
the features contribute to the mapping effects. Moreover,
color features (MSE: 0.4212, MAE: 0.3007) contribute sig-
nificantly more than pattern features (MSE: 0.5111, MAE:
0.3734), which shows the color features can affect people’s
judgement in a greater degree.

Parameter sensitivity analyses. For the proposed SDAE-
GCL, we further test the parameter sensitivity about two
key parameters with different values. 1) Training data size.
Since the size of labeled part is constant, we change the size
of unlabeled data to evaluate the performance. From Fig-
ure 4(a), we can find that as the scale of unlabeled data
increases the performance gets better. With the size over
1.04 × 105, the performance reaches convergence. There-
fore we use 1.04 × 105 unlabeled data as our training data.
2) Hidden layer number. Theoretically, the description abil-
ity of SDAE-GCL can be improved by more layers. The per-
formance do increase with layer number less than five, but
get worse after the number become larger because of over-
fitting caused by limited size of training data. Therefore we
take 5 layers in our experiments. Moreover, on this condition
the experiment lasts for about two hours on an environment
with dual-core 2.10GHZ CPU, 64GB memory.

4.4 Demonstration

As it is hard to validate the accuracy of mapping aesthetic
words to the image-scale space through objective experi-
ments, we show the results of labeling the clothing images
with aesthetic words in Figure 1 to demonstrate the effec-
tiveness of the proposed framework and methods. Further-
more, we would like to show several interesting case studies
about fashion trend of menswear as supplementary:

1. In the last ten years, the general style of fashion menswear
of 277 brands is “gentlemanly”, “formal” and “chic”,
shown in Figure 5(a). The majority of menswear (66.2%)
during this decade is distributed in the fourth quadrant
with cooler and harder aesthetic effects. Figure 5(b) fur-
ther presents that the fashion of menswear keeps several
classic styles and has minor alterations.

2. Despite the overall steadiness, some brands present sig-
nificant changes in the past decades. Taking Jean Paul

Gaultier as an example, its aesthetic effects change from
“decorative” to “simple” as shown in Figure 5(c).

3. Different brands have their own styles with different aes-
thetic effects. For example, as figure 5(d) compares three
different brands in 2016 New York fashion week: the style
of Detroit is usually “simple”, the style of Jeffrey Rudes
is more likely to be “dignified” and “traditional” and the
style of Eponymous is “gentilemanly” and “diginified”.

5 Conclusion

In this paper, we make an intentional step on understand-
ing the aesthetic effects of clothing images automatically.
By introducing the image-scale space as the intermediate
level, the proposed three-level framework follows the aes-
thetic and psychological principles. In future work, we will
carry on our work in two aspects: 1) Discover the relation-
ship between clothing collocation and aesthetic effects; 2)
Apply the framework to analyse the various women’s dress.
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