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1. INTRODUCTION
Images often embed users’ emotional impact. Understanding

the emotional impact can benefit many applications such as image
search and context-aware recommendation. However, fulfilling the
task is not a trivial issue, and the biggest challenge is to model the
images and to capture the intrinsic relationships between the image
features and the emotional impact. Traditional methods treat the
relation modeling as a simple regression problem, and use SVM,
Random Forest and Naive Bayes directly on various low-level vi-
sual features. However, these methods usually ignore the essential
emotion related characteristics, which narrow the deep and high
level understanding of emotions. Another, challenge usually ig-
nored is that most images are generated in social networks, where
users have complex and subtle influence with the emotional impact
of each other.

We study the problem of understanding the emotional impact of
images and its applications. We introduce a novel notion of aes-
thetic effects as the intermediate layer to model high level seman-
tics of images. We develop a semi-supervised factor graph model
which incorporates both the single image features and the image
correlations to better predict the emotional impact. The proposed
method is general and can be applied to various applications. In
particular, we consider two applications: Affective image adjust-
ment and emotion prediction from images.

2. SOLUTIONS
We propose a novel framework of understanding the emotional

impact of images, which is shown in Figure 1.
Problem formulation. Modeling emotional impact for mas-

sive Internet dataset. Given a partially labeled network G =
(V L, V U , E,X), where V L and V U are the set of images with
labeled/unlabeled emotions, E ⊂ V × V is the edge set which
represents the correlations between images, and X is a |V | × d
feature matrix with each element xij denoting the value of the
jth feature of image vi. Our goal is to learn an emotional cate-
gory prediction function f : G = (V L, V U , E,X) → Y , where
Y = {y1, . . . , y|V |}, and yi indicates the category of image vi.

Aesthetic effects. Here we use the aesthetic effects to de-
note quantitative feature descriptions inspired by art theories. The
Aesthetic effects are a few low dimensional features, denoted as
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D = {D1, D2}, where D1 is a combined feature space related to
the color theme of an image, and D2 = (wc, hs) is the image-scale
space [1] which is a two-dimension space (warm-cool and hard-
soft) and is well recognized in art design. Psychological experi-
ments have shown that color themes are crucial for the recognition
of emotions. Here we adopt the 5-color themes as their represen-
tations, which is compatible with industrial practices. In [1], 490
5-color themes and 180 keywords are labeled with the image-scale
space based on psychophysical investigations. With these data,
we learn a continuous mapping from the feature space D1 to the
image-scale space D2 by the LASSO regression framework.

Prediction model. To better utilize the Internet images and
their connections, and to overcome the noise, we adopt a partially-
labeled factor graph model (PFG) for learning and predicting the
emotional impact of images. As noted in Problem formulation, we
denote the labels of image nodes as Y = {y1, . . . , y|V |}, where yi
is a hidden variable associated with vi. For each image node vi, we
define the features from the aesthetic effects as a vector xi. Then
we can construct a factor graph model by defining the following
two factors: (1) feature factor: f(yi,xi) represents the posterior
probability of the emotional category yi given the feature vector
of image vi; and (2) correlation factor: g(yi, N(yi)) denotes the
correlation between the emotional categories, where N(yi) is the
set of correlated categories to yi. Finally, we define the joint distri-
bution over Y as P (Y |G) =

∏
i f(yi,xi)g(yi, N(yi)). The final

labels are calculated by maximizing the posterior probability P [2].
Applications. Benefited from the generality of the aesthetic ef-

fects layer and prediction model, the proposed framework has var-
ious applications. Specifically, we consider two applications: (1)
Affective image adjustment. The system supports automatically
changing the emotional impact of an image driven by a single word.
(2) Emotion prediction from images. Based on the factor graph
model, we design a system to predict the emotion from images up-
loaded to the largest photo sharing website, Flickr. Besides, we also
try to use this model to predict the emotional impact of artworks,
such as Van Gogh’s paintings.
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Figure 1: Framework. We propose a novel framework of emotional impact understanding from images. The aesthetic effects (A) are
closely related to the aesthetic expressions of images (e.g. elegant, classic, romantic). We use the aesthetic effects as the intermediate
layer to reduce the gap between the visual features and the high-level semantics. A factor graph based semi-supervised prediction
model is presented by incorporating the aesthetic effects and various connections in social networks (C). The method is applied in
two applications: affective image adjustment and emotion prediction from images.


