UNDERSTANDING THE EMOTIONS BEHIND SOCIAL IMAGES: INFERRING WITH USER DEMOGRAPHICS
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ABSTRACT
Understanding the essential emotions behind social images is of vital importance: it can benefit many applications such as image retrieval and personalized recommendation. While previous related research mostly focuses on the image visual features, in this paper, we aim to tackle this problem by “linking inferring with users’ demographics”. Specifically, we propose a partially-labeled factor graph model named D-FGM, to predict the emotions embedded in social images not only by the image visual features, but also by the information of users’ demographics. We investigate whether users’ demographics like gender, marital status and occupation are related to emotions of social images, and then leverage the uncovered patterns into modeling as different factors. Experiments on a data set from the world’s largest image sharing website Flickr1 confirm the accuracy of the proposed model. The effectiveness of the users’ demographics factors is also verified by the factor contribution analysis, which reveals some interesting behavioral phenomena as well.

Index Terms— Emotion, image, users’ demographics

1. INTRODUCTION
Emotion stimulates the mind 3,000 times faster than rational thoughts [1]. With the rapid development of social networks, people get used to sharing their emotional experiences on these platforms. As a natural way to express our feelings, images are uploaded and shared on social networks. We define these images as “Social Images”. Our preliminary statistics indicate that 38% of the images on the world’s largest image social network Flickr are explicitly annotated with either positive or negative emotions by their uploaders. Understanding the essential emotions behind social images is of vital significance. It can benefit many applications, such as image retrieval and personalized recommendation.

When it comes to inferring emotions from social images, previous related research mainly focuses on the image visual features, which means enhancing the emotion inferring performance by extracting the effective visual features and choosing their proper combinations. J.Machajdik and A.Hanbury [2] investigate four categories of low-level features like wavelet textures and GLCM-features. S.Zhao [3] et al. explore principles-of-art features for image emotion recognition. Similar works can be found in [4], [5].

Recently, the research on social networks has verified that the users’ demographics are associated with the users’ behaviors. Y.Dong et al. [6] discover that people of different ages have different social strategies to maintain their social connections. H.Huang et al. [7] uncover how users’ demographics influence the formation of closed triads on social networks. Moreover, the behavioral research has proved that the human perception of emotions varies according to their personal attributes. A.Fischer et al. [8] point out that there is a gender difference in the perception of emotions, namely that men report more powerful emotions (e.g., anger), whereas women report more powerless emotions (e.g., sadness, fear). However, can the user’s demographics be leveraged to help infer the emotions from social images is still largely undeveloped. The problem is non-trivial and has several challenges. First, though a few literatures demonstrate the existence of the correlation between the users’ demographics and the perception of emotions, it is still unclear whether the correlation exists on image social networks. Second, how to model the users’ demographics and other information in a joint framework? Third, how to validate the effectiveness of the proposed model on a real-world image social network?

To address these challenges, first we investigate whether users’ demographics like gender, marital status and occupation are related to the emotions of social images. Then we leverage the uncovered patterns into modeling as different factors. Specifically, we propose a partially-labeled factor graph model named D-FGM, to infer emotions from social images not only by the visual features, but also by the information of users’ demographics. As for experiments, we construct a library of millions of images and users (2,060,353...
images and 1,255,478 users) from the world’s largest image sharing website Flickr. The experimental results confirm the accuracy of the proposed model, e.g., achieving 19.4% improvement compared with SVM (Support Vector Machine) under the evaluation of F1-Measure. The effectiveness of the users’ demographics factors is also demonstrated by the factor contribution analysis, which reveals some interesting behavioral phenomena. For example, in terms of sadness, the image emotion is mainly determined by the visual features. Interestingly however, when it comes to disgust and surprise, males and females have different emotion perception; when it comes to fear, whether the user is single or taken makes differences; and when it comes to happiness and anger, the perception of these emotions is associated with the user’s occupation.

2. PROBLEM DEFINITION

In this section, we give several necessary definitions and formalize the problem.

**Users’ demographics**: The users’ demographics usually refer to the users’ personal attributes, which for example, contain the age, gender, location information in [6]. In this paper, we present user $v_i$’s demographics as three vectors $p_i$: gender, marital status and occupation. The gender is defined as male or female. The marital status is defined as single or taken. For the occupation, by manually screening the users’ profiles on Flickr, we pick out 25 main kinds of occupations and classify them into two categories, namely, the artists and the engineers. The “artists” include writer, musician, dancer, etc. and the “engineers” include programmer, scientists, etc.

**Image social network**: A partially-labeled time-varying image social network can be defined as $G = (V, P, E^t, X^L, X^U)$, where $V$ is the set of $|V| = n$ users, $P = \{p_i\}$ is the set of the users’ demographics, $E^t \subseteq V \times V$ is the friendship among users at time $t$, $X^L$ represents the labeled images and $X^U$ represents the unlabeled images.

**Emotion**: The emotion of user $v_i$ at time $t$ is denoted as $y^t_i$. The emotion of the image $x^t_{i,j}$ uploaded by user $v_i$ at time $t$ is denoted as $y^t_{i,j}$, where $j$ is the index of images uploaded by user $v_i$.

In this work, we have the following intuition: users’ emotions are expressed by the emotions of the images they upload on social images, which means $y^t_i = y^t_{i,j}$.

We adopted Ekman’s [9] classical theory of basic human emotion categories, namely, happiness, surprise, anger, disgust, fear and sadness and denote the emotional space as $R$.

Based on the above definitions, the learning task of our model is put forward as follows.

**Learning task**: Given a partially-labeled time-varying image social network $G = (V, P, E^t, X^L, X^U)$, find a function $f$ to predict the emotions from unlabeled images:

$$f : G = (V, P, E^t, X^L, X^U) \rightarrow Y$$

where $Y = \{y^t_{i,j}\} \in R$.

3. OBSERVATIONS

Users’ demographics have been verified to be associated with users’ behaviors in social networks [6], [7]. Wondering whether users’ demographics make differences on users’ perception of emotions, we conduct a series of observations and present several interesting phenomena we have discovered.

3.1. Data collection

We randomly download 2,060,353 images and 1,255,478 users’ profiles from Flickr. To conduct the observations, first we need to know the primary emotion of images. Owing to the massive scale of our data set, manually labeling the emotion for every image is not practical. Herein we adopt a method to label the emotion of images automatically. This method is also used by Xie [10] and Hwang [11]. First we construct word lists for each of the six emotion categories through WordNet\(^2\) and HowNet\(^3\). Next we compare the image tags written by the uploader with every word list and the image can be labeled with a type of emotion whose word list match the words of the tags most frequently. In this way, 218,816 images are labeled. These images are uploaded by 2,312 users, and each emotional category contains 101189, 21169, 17491, 11571, 37791, 29605 images.

3.2. Observations on users’ demographics

Herein we observe the correlation between image emotions and the three parts of the users’ demographics respectively.

**Observation on the gender correlation.** First we classify the users into males and females, each containing 363 and 1,670 users. Then we randomly pick out 2,000 images from each emotion category, half uploaded by males and the other half uploaded by females and analyze the distributions of the visual features of the images. Figure 1(a) presents several representative results. We can see that in the case of disgust, the distributions of visual features of images uploaded by males and females are different. For instance, the saturation ($S$) of the images uploaded by females is 21.4% lower than the images uploaded by males. It suggests that though both males and females want to express their disgust through images, they tend to use different visual features to convey their feelings. In terms of surprise, the cool color ratio (CCR) of the images uploaded by females is 19.9% higher than the images uploaded by males, showing that males and females have different ways to express their surprise. The observation results can be concluded that there is a gender difference in the emotion perception of social images.

**Observations on the marital status correlation.** Similarly, according to the user’s marital status, we divide the users into single and taken, each containing 310 and 954 users. We conduct the observations again and the results are visualized in Figure 1(b). The distributions of visual features of images uploaded by single users and taken users are different in fear and sadness. For example, in terms of sadness,
The difference of the distributions of the visual features of the images uploaded by females and males.

The difference of the distributions of the visual features of the images uploaded by single users and taken users.

The difference of the distributions of the visual features of the images uploaded by engineers and artists.

Fig. 1. The difference of the distributions of representative visual features of images uploaded by users with different personal attributes, which shows the correlation between image emotions and users’ demographics. The features include: S: saturation, SC: saturation contrast, B: brightness, DCR: dull color ratio, CCR: cool color ratio, CD: color difference, AD: area difference, TB: texture complexity of background. The values of features are normalized between 0 and 1 over the whole data set.

the saturation (S) of the images uploaded by single users is 15.3% lower than the images uploaded by taken users, and in terms of fear, the background texture complexity (TB) of the images uploaded by single users is 11.0% higher than the images uploaded by taken users. The results show that single users and taken users use different ways to express the same feeling, indicating that their emotion perception of social images differs.

Observations on the occupation correlation. As described in the problem definition section, we carefully select 217 users as “engineers” and 279 users as “artists”. We conduct the observations again and Figure 1(c) illustrates the results. In terms of happiness, the brightness of the image uploaded by engineers is 7.6% higher than the images uploaded by artists. In terms of anger, the cool color ratio of the images uploaded by engineers is (CCR) is 11.8% lower the images uploaded by artists. The results suggest that on image social networks, engineers and artists have different emotion perception.

The observation can be summarized as follows:

- Males and Females have different ways to express disgust and surprise. There is a gender difference in the emotion perception of social images.
- Single users and taken users use different ways to express fear and sadness, indicating that their emotion perception for these emotions is different.
- Engineers and artists use different ways to convey happiness and anger, suggesting that the occupation may be related to the users’ emotion perception.

4. MODEL

To leverage the above findings to help infer emotions from social images, we propose a factor graph model named D-FGM to solve the problem. Our basic idea is to define the correlations using different types of factor functions. In a factor graph model, the objective function is defined based on the joint probability of the factor functions [1], [12], so the problem of emotion model learning is cast as the model parameters learning that maximizes the joint probability.

In our model, four types of correlations can be defined as factor functions.

- **Visual features correlation** \( f_1(u_{i,j}^t, y_{i,j}^t) \). It represents the correlation between the visual features \( u_{i,j}^t \) and the image emotion \( y_{i,j}^t \).

- **Temporal correlation** \( f_2(y_{i,t}, y_{i,t'}^t) \). Previous research has verified that there is a strong dependency between one’s current emotion and the emotions in the recent past on social networks [1]. This correlation is defined as temporal correlation, which represents the influence of the user’s previous emotions in the recent past \( t' \) on the current emotion at time \( t \).

- **Social correlation**. Creating and sharing images on image social networks is very different from traditional creation. Some users may have a strong influence on their friends’ emotions and some emotions may spread quickly on the social network [5]. The social correlation contains three parts: the correlation between the image emotion and the number of the user’s friends \( f_3(s_{i,t}, y_{i,j}^t) \), the correlation between the image emotion
and the major emotion of the user’s friends \( f_4(m_{t, i,j}^t, y_{t,j}^t) \) and the correlation between the image emotion and the user’s intimacy with friends \( f_5(y_i^t, y_j^t, \mu_{i,j}^t) \).

- **Users’ demographics correlation** \( f_6(p_i, y_{t,j}^t) \). It denotes the correlation between the image emotion and the users’ demographics information, which is formalized as three vectors gender, marital status and occupation.

### 4.1. The predictive model

The input of the model is an image social network \( G = (V, P, E^i, X^L, X^U) \) and the learning ratio \( \lambda \).

#### 4.1.1. The predictive model

**Temporal correlation function:**

\[
\begin{align*}
\text{(3) Social correlation function:} & \quad f_3(s_{t}^{t'}, y_{t,i,j}^{t'}) = \frac{1}{z_{\gamma}} \exp\{\gamma T \cdot s_{t}^{t'}\} \\
\text{where } s_{t}^{t'} & \text{ denotes the number of user’s friends.} \\
\text{(4) Major emotion of friends:} & \quad f_4(m_{t}^{t}, y_{t,i,j}^{t}) = \frac{1}{z_{\delta}} \exp\{\delta T \cdot m_{t}^{t}\} \\
\text{where } m_{t}^{t} & \text{ denotes the major emotion of the user’s friends.} \\
\text{(5) Major emotion of friends:} & \quad f_5(y_{t}^{t}, y_{t,j}^{t}, \mu_{i,j}^{t}) = \frac{1}{z_{\eta}} \exp\{\eta_{i,j} \cdot h(y_{t}^{t}, y_{t,j}^{t}, \mu_{i,j}^{t})\} \\
\text{where } y_{t}^{t} & \text{ and } y_{t,j}^{t} \text{ represents the emotions of user } v_{i} \text{ and } v_{j} \text{ at time } t \text{ and } \mu_{i,j}^{t} \text{ measures the intimacy between them at time } t, \text{ which is calculated from their interaction frequency. Function } h(y_{t}^{t}, y_{t,j}^{t}, \mu_{i,j}^{t}) \text{ is used to depict the correlation.} \\
\text{(6) Users’ demographics correlation function:} & \quad f_6(p_i, y_{t,j}^{t}) = \frac{1}{z_{\zeta}} \exp\{\beta T \cdot p_i\} \\
\text{(7) Comparison methods. We conduct performance comparison experiments to demonstrate the effectiveness of our} & \text{algorithm.} \\
\end{align*}
\]

### 4.2. Model learning

Given the model’s input and output, next we’ll detail the learning process of the model and the algorithm is summarized in Algorithm 1.

![Algorithm 1](image)

The objective function can be rewritten as:

\[
\begin{align*}
\mathcal{O} &= \log P(Y|G) = \log \sum_{Y|Y} \exp \{\theta^T S\} - \log Z \\
&= \log \sum_{Y|Y} \exp \{\theta^T S\} - \log \sum_{Y} \exp \{\theta^T S\} \\
\end{align*}
\]

Thus the gradient of \( \mathcal{O} \) can be represented as:

\[
\begin{align*}
\frac{\partial \mathcal{O}}{\partial \theta} &= \frac{\partial (\log \sum_{Y|Y} \exp \{\theta^T S\} - \log \sum_{Y} \exp \{\theta^T S\})}{\partial \theta} \\
&= E_{p(y|Y, G)} S - E_{p(y|G)} S \\
\end{align*}
\]

The algorithm updates the parameters by \( \theta = \theta_0 + \frac{\partial \mathcal{O}}{\partial \theta} \cdot \lambda \).

### 5. EXPERIMENTS

#### 5.1. Experimental setup

**Data set.** The raw data set we employed and the way we establish the ground-truth are described in the observations section. In order to examine the performance of every emotion category, we evenly and randomly pick out 11,500 images from every emotion category and 69,000 images are chosen in total, 60% for training and 40% for testing.

Herein, we adopt the method proposed by Wang [13] to extract the visual features, including the color theme, saturation, brightness, etc. In total we extract 25 features and the effectiveness of these features is confirmed in [12], [5].
model. Three existing methods, namely, Naive Bayesian (NB), Support Vector Machine (SVM) and traditional factor graph model (FGM) are used for comparison.

**NB:** Naive Bayesian is a widely used classifier and achieves good performance [2]. It is also used as the baseline method in [1]. We use the Naive Bayesian tool provided by MATLAB.

**SVM:** SVM is a frequently-used method in many classification problems. The method is also used as the baseline method in [1], [5]. Herein we use LIBSVM design by Chang and Lin.

**FGM:** This method is used in [5] to infer emotions of images. A partially-labeled factor graph model is utilized as a classifier.

**Evaluation metrics.** We compare the performance of our proposed model with three baseline methods in terms of precision, recall and F1-Measure. These evaluation metrics are widely used in the classification problems [12].

<table>
<thead>
<tr>
<th>Method</th>
<th>Happiness</th>
<th>Surprise</th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Sadness</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.266</td>
<td>0.082</td>
<td>0.058</td>
<td>0.291</td>
<td>0.145</td>
<td>0.275</td>
</tr>
<tr>
<td>SVM</td>
<td>0.294</td>
<td>0.129</td>
<td>0.088</td>
<td>0.325</td>
<td>0.233</td>
<td>0.286</td>
</tr>
<tr>
<td>FGM</td>
<td>0.433</td>
<td>0.361</td>
<td>0.295</td>
<td>0.447</td>
<td>0.379</td>
<td>0.434</td>
</tr>
<tr>
<td>D-FGM</td>
<td>0.451</td>
<td>0.401</td>
<td>0.334</td>
<td>0.463</td>
<td>0.416</td>
<td>0.442</td>
</tr>
</tbody>
</table>

5.2. Experimental results

Due to the limit of the length of the paper, herein we just exhibit the F1-Measure in Table 1 on the behalf of the evaluation metrics. As shown in the table, our model significantly enhances the performance. The average F1-Measure reaches 0.420, increased by 23.4% compared with Naive Bayesian, 19.4% compared with SVM and 2.4% compared with FGM.

NB and SVM are only capable of handling vectors. In this problem the vectors contain the visual features, the users’ demographics and parts of the social attributes (the number of the user’s friends and the major emotion of the user’s friends). However, these two models cannot handle the correlations between images, which are instantiated as edges in FGM and D-FGM. As a result they let go of the temporal correlation and the intimacy with the user’s friends. As for FGM, it can model the vectors and edges jointly. However, all the edges are of the same weight in FGM, so though the model can take the correlations between images into consideration, it still cannot model the differences between edges. This drawback hurts the performance and lets go of some important attributes, such as the user’s intimacy with friends, where the intimacy is modeled as the weight of the edges. On the contrary, the proposed D-FGM can model the vectors and the weighted edges together, so it better depicts the image social network and achieves the best performance.

Table 1. The F1-Measure of the emotion inference.

5.3. Factor contribution analysis

In our work, we utilize the information of the users’ demographics and introduce them into a factor graph model as factor functions. Wondering whether these factors benefit the inference, we investigate the contribution of every factor in the model. Every time we take each of the factors out of the primitive model and examine the performance while the other factors remain the same.

The experimental results evaluated by F1-Measure are visualized in Figure 2. The model involving all factors achieves the best performance in all emotion categories, which validates the effectiveness of the factors. Other interesting results are summarized as follows.

- When inferring *disgust* and *surprise*, the gender information benefits the inference remarkably (+6.7% for *disgust* and +2.8% for *surprise*).
- When inferring *happiness* and *anger*, the occupation information really matters. The F1-Measure increases by 1.9% when inferring *happiness* and 3.7% when inferring *anger*.
- When inferring *fear*, the marital status information is very useful by showing 5.9% improvement.
- However, interestingly, when inferring *sadness*, the gender and occupation information makes little help, and the marital status information helps slightly (+1.0%), which indicates that the perception of *sadness* is mainly determined by the visual features.

The results also correspond to the observations we described before, which verifies the rationality of introducing the users’ demographics into the modeling of inferring emotions from social images.

5.4. Case study

In the above investigation we discover that different users’ demographics result in different emotion perception of images. Table 2 details the analysis by reporting the labeled emotion, the visual features and the users’ demographics of several images. Two images on the left depict the same scene and their visual features are quite alike. However, we find out that the image on the top is uploaded by a female named bekahpaige on Sept, 6th, 2003, who labels this image as *happiness* and the image on the bottom is uploaded by a male named 54rf on Apr, 17th, 2009, who labels this image as *surprise*. The gender difference in human emotion perception is verified by the behavioral study [8]. The difference can be explained that

---

4 A widely used software developed by MathWorks, Inc.
5 A library for support vector machines.
males are likely to be less aware of their surroundings, and thus the rare occasion of noticing the daily sunrise fills the male’s heart with surprise, while the more observant female is simply happy with the pleasant phenomenon. Similarly, two images in the middle both capture the blossom of flowers, but the top one expresses sadness by a single user akshaydavis on Apr, 20th, 2008 and the bottom one conveys happiness by a taken user davidhelan on Jul, 20th, 2005, indicating that single users and taken users have different emotion perception. The images on the right demonstrate the different emotion perception between engineers and artists.

6. CONCLUSIONS

In this paper, we study the problem of “link inferring with users’ demographics” for understanding the emotions behind social images. First we investigate whether users’ demographics relate to image emotions on social networks. Then by introducing these patterns as factor functions into modeling, we propose a factor graph model called D-FGM which can not only infer emotions from social images by the visual features, but also by the users’ demographics. Experiments on the world’s largest image sharing website Flickr validate the effectiveness of our model.
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### Table 2. Different users’ demographics result in different emotion perception of images.

<table>
<thead>
<tr>
<th>Image &amp; Emotion tags written by the uploader</th>
<th>Visual features</th>
<th>User’s demographics</th>
<th>Image &amp; Emotion tags written by the uploader</th>
<th>Visual features</th>
<th>User’s demographics</th>
<th>Image &amp; Emotion tags written by the uploader</th>
<th>Visual features</th>
<th>User’s demographics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td><img src="Happiness" alt="Image" /></td>
<td>Female Single Artist</td>
<td>Sadness</td>
<td><img src="Sadness" alt="Image" /></td>
<td>Male Single Engineer</td>
<td>Happiness</td>
<td><img src="Happiness" alt="Image" /></td>
<td>Male Artist</td>
</tr>
<tr>
<td>Surprise</td>
<td><img src="Surprise" alt="Image" /></td>
<td>Male Single Artist</td>
<td>Happiness</td>
<td><img src="Happiness" alt="Image" /></td>
<td>Male Taken Engineer</td>
<td>Disgust</td>
<td><img src="Disgust" alt="Image" /></td>
<td>Male Engineer</td>
</tr>
</tbody>
</table>

---