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ABSTRACT

Facial expression and identity are two independent yet inter-
twined components for representing a face. For facial expres-
sion recognition, identity can contaminate the training pro-
cedure by providing tangled but irrelevant information. In
this paper, we propose to learn clearly disentangled and dis-
criminative features that are invariant of identities for expres-
sion recognition. However, such disentanglement normally
requires annotations of both expression and identity on one
large dataset, which is often unavailable. Our solution is to
extend conditional VAE to a crossed version named Cross-
VAE, which is able to use partially labeled data to disentangle
expression from identity. We emphasis the following novel
characteristics of our Cross-VAE: (1) It is based on an inde-
pendent assumption that the two latent representations’ dis-
tributions are orthogonal. This ensures both encoded repre-
sentations to be disentangled and expressive. (2) It utilizes
a symmetric training procedure where the output of each en-
coder is fed as the condition of the other. Thus two partially
labeled sets can be jointly used. Extensive experiments show
that our proposed method is capable of encoding expressive
and disentangled features for facial expression. Compared
with the baseline methods, our model shows an improvement
of 3.56% on average in terms of accuracy.

Index Terms— Facial expression recognition, Disentan-
gle, Variational Autoencoder

1. INTRODUCTION

Facial expression recognition (FER) is a fundamental but
challenging problem in computer vision. In each face image,
facial expression and identity (ID), as two orthogonal proper-
ties, are entangled together. Due to the intertwined nature of
two properties, ID could be regarded as “noise” when we try
to explicitly recognize the expression. Thus disentangling ID
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from expression could be beneficial for the FER task because
of cleaner representation. However, such disentanglement
usually requires annotations of both expression and identity.
Although there are large datasets available for ID [1] and
expression [2] recognition respectively, datasets providing
both types of annotations [3, 4] are too small for deep neural
networks. There are some FER methods [5, 6] that lever-
age the annotations of both expression and identity to boost
FER performance. Those methods can hardly scale to large
scale setting due to the requirement of both annotations. To
address this issue, we propose a uniformed approach to in-
corporate the two types of partially labeled data together, and
improve FER performance by disentangling facial expression
and identity representations from each other.

Researchers have been researching on disentangled rep-
resentations over the years. However, most of them focus
on learning disentangled features for conditional generative
tasks [7, 8, 9, 10, 11, 12, 13], few methods [14, 15, 16] have
aimed at recognition tasks. Prior disentanglement methods
usually distill one attribute from noisy factors. We, on the
other hand, explicitly disentangle two orthogonal properties
(expression and identity) from each other to learn two dis-
criminative representations.

The major contribution of this work is to generalize con-
ditional VAE (CVAE) [17] into Cross-VAE. The proposed
model is a bayesian graphical model which is able to use par-
tially labeled data to disentangle expression and identity from
each other. We emphasis the following novelty of our pro-
posed Cross-VAE: (1) It is based on the assumption that two
latent representations encoded by two encoders follow two
mutually independent multi-variate Gaussian distributions,
and each representation takes charge of one property. This
ensures both encoded representations to be disentangled and
expressive. (2) It takes the advantage of two partially labeled
sets, each of which has only ID or expression annotation, then
we uniformly train them in our model by providing the output
of one encoder to another for image recovery.



With our proposed Cross-VAE, expressions and identities
can thus be disentangled from each other using a mixture of
partially labeled data. We perform facial expression recog-
nition experiments on CK+ [4], Oulu [3] and RAF-DB [2]
datasets for evaluation. Compared with the baseline methods,
Cross-VAE shows an improvement of 3.56% on average in
terms of accuracy.

2. APPROACH

For each face image, we have two orthogonal properties,
identity and expression, both properties heavily impact image
appearance, thus modeling expressions with large identity
variations can deliver inaccurate supervision to the model.
To avoid noisy training, disentangling one property from the
other enables the classifier to classify on cleaner features.
Therefore we design the Cross-VAE model to disentangle
identity and expression from each other.

In this section, we firstly introduce the Conditional VAE
(CVAE) model, which is closely related to our Cross-VAE.
Next, we illustrate the formulation of Cross-VAE and explain
how it can disentangle two orthogonal latent factors.

2.1. Preliminary: Conditional VAE

Conditional VAE (CVAE) [17] is a directed graphical model
that has two variables determining the output variable x. One
is the latent variable z and the other is the input variable
y. In general, in this model, parameter estimation is chal-
lenging due to intractable posterior inference. Thus, CVAE
maximizes the conditional log-likelihood by applying the
Stochastic Gradient Variational Bayes (SGVB) [18] frame-
work, where we minimize the evidence lower bound (ELBO)
of the log likelihood function. The ELBO is formulated as
follows:

log pθ(x|y) ≥ Eqφ(z|x,y)[log pθ(x|y, z)]
−KL[qφ(z|x,y)||p(z|y)] = −L(x,y; θ, φ),

(1)

where qφ(z|x,y) is the encoder (recognition network), and
pθ(x|y, z) is the deocder (generation network). If we want
to disentangle z from the label y, we would make the joint
distribution to be independent, i.e., pθ(z|y) = p(z). Un-
der certain settings, x is an image, and y is the label of
x, we stipulate y ∼ cat(y|πθ) and z ∼ N (0, I), where
cat(·) denotes categorical distribution, and N (·) indicates
the multi-variate Gaussian distribution. When optimiz-
ing the ELBO, for the convenience of calculating gradi-
ents, we use the re-parameterization trick, which implies
qφ(z|x,y) = gφ(x,y, ε), where ε ∼ N (0, I).

2.2. Formulation: Cross-VAE

Inspired by CVAE which can disentangle the latent variable z
from the input variable y, we propose the Cross-VAE frame-
work. Cross-VAE is also a directed graphical model, which
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Fig. 1: Graphical representations of Cross-VAE in (a) the
generative process; (b) the recognition process in which the
dashed lines indicate the argmax operation; and (c) the ap-
proximated recognition process which deals with the circular
dependency problem.

has one output variable x and two independent latent vari-
ables zemo and zid, respectively containing expression infor-
mation and identity information, and both of them follow a
prior distribution of N (0, I).

In the Cross-VAE model, zemo and zid determine the
generation of x, as shown in the generative process (decoder)
of the model in Fig. 1. We formulate the generative process
as pθ(x|zid, zemo), where pθ(·) measures the probability of
generating x given zemo and zid.

As the reverse of generative process, the recognition pro-
cess (encoder) would make inference on zemo and zid given
x. During the recognition process, we would estimate zid dis-
entangled from expression information, i.e., pθ(zid|x, ẑemo),
as well as zemo disentangled from identity information, i.e.,
pθ(zemo|x, ẑid), the definitions of ẑemo and ẑid are given in
Eqn (2), and the recognition process (encoder) is shown in
Fig. 1.

ẑemo = argmax pθ(zemo|x, ẑid),
ẑid = argmax pθ(zid|x, ẑemo).

(2)

Again, directly estimating pθ(zid|x, ẑemo) and pθ(zemo|x, ẑid)
is intractable, and we apply the SGVB framework [18] to
train the model, in which the evidence lower bound (ELBO)
is given as:

log pθ(x, ẑid) ≥ Eqφ(zemo|x,ẑid)[log pθ(x|ẑid, zemo)

+ log p(ẑid) + log p(zemo)− log qφ(zemo|x, ẑid)],
(3)

log pθ(x, ẑemo) ≥ Eqφ(zid|x,ẑemo)[log pθ(x|zid, ẑemo)

+ log p(ẑemo) + log p(zid)− log qφ(zid|x, ẑemo)].
(4)

However, optimizing Eqns (3) and (4) has circular depen-
dency, i.e. ẑid and ẑemo depend on each other and thus we are
unable to estimate them. We perform an approximation which
substitutes ẑid and ẑemo by z̃id and z̃emo, respectively. This
provides a possible manner of optimizing the evidence lower
bound, which works as follows. First, we approximate ẑid by
using a pretrained expression classifier p(yemo|x):

ẑid = argmax pθ(zid|x, ẑemo)

≈ argmax qφ(zid|x, ẑemo)

≈ argmax qφ(zid|x, ŷemo) = z̃id,

(5)
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Fig. 2: The overall framework of Cross-VAE

where ŷemo = argmax p(yemo|x). Next, we approximate
qφ(zid|x, ẑemo) in Eqn (4) by qφ(zid|x, ŷemo). Finally,
ẑemo is estimated using

ẑemo = argmax pθ(zemo|x, ẑid)
≈ argmax qφ(zemo|x, z̃id) = z̃emo.

(6)

Following the approximations above, the approximated
recognition process is shown in Fig. 1, we can rewrite the
evidence lower bound (ELBO) as follows:

Lelbo = −Eqφ(zid|x,ŷemo)[log pθ(x|zid, z̃emo)]

+KL[qφ(zid|x, ŷemo)||p(zid)]
− Eqφ(zemo|x,z̃id)[log pθ(x|z̃id, zemo)]

+KL[qφ(zemo|x, z̃id)||p(zemo)], (7)

where z̃id, z̃emo and ŷemo do not have circular dependency.
In our framework, pθ(x|zid, z̃emo) and pθ(x|z̃id, zemo)

share the same decoder, while encoder qφ(zid|x, ŷemo) and
encoder qφ(zemo|x, z̃id) don’t share parameters, we de-
tailedly illustrate the overall framework of Cross-VAE in
Fig 2. In order to enhance the disentangle effect, we multiply
the KL loss term with a weight of β, like what was done by
β-VAE [8]. We add two classifiers Cemocls and Cidcls respec-
tively on two latent variables so as to supervise the encoder to
learn discriminative representations, and denote the objective
of two classifiers as Lcls.

In summary, the objective of Cross-VAE is written as:

Lall = Lcls + α · Lelbo. (8)

3. EXPERIMENTS

In this section, we show extensive experimental results of
our model. We conduct experiments on three public datasets:
Oulu-CASIA [3], CK+ [4], and RAF-DB datasets [2] for fa-
cial expression recognition. Our Cross-VAE model shows
better performance compared to baseline methods. In ad-
dition, we conduct qualitative experiments to show that our
model can disentangle ID and expression into two indepen-
dent representations.

3.1. Dataset Descriptions

Oulu-CASIA. The Oulu-CASIA dataset [3] contains 2,880
image sequences collected from 80 subjects and six basic ex-
pressions. During training and testing phases, we follow the
previous method [19] to select the last three frames from 480
sequences to conduct a 10-fold cross validation protocol.
CK+. CK+ [4] is an extensively used dataset for FER. It con-
tains 327 labeled sequences from 118 subjects consisting of
seven expressions. Following the previous setting [5], we
choose the last three frames of each sequence to conduct a
8-fold cross validation protocol.
RAF-DB. RAF-DB [2] is a real-world wild dataset down-
loaded from the Internet. It contains 12,271 training images
and 3,068 test images. Images are manually labeled with
seven kinds of expressions.

For all datasets above, we use standard pre-processing.
We detect facial landmarks in each image by MTCNN [20],
then crop and align facial images using similarity transforma-
tion. When MTCNN does not detect any face in the image,
we retain it if the image is in test set, otherwise it is simply
discarded. We resize each image to 100× 116 and normalize
the intensity values from [0, 255] to [−1, 1]. In order to al-
leviate over-fitting, several data augmentation techniques are
applied, including random horizontal flipping and random im-
age crop into 96 × 112 pixels. During testing, each image is
center-cropped into a 96× 112 scale and sent into prediction.

3.2. Implementation Details

Cross-VAE model has three modules, expression encoder,
identity encoder and decoder. Both expression encoder and
identity encoder use 18-layer resnet [21] in CNN architecture.
For decoder, firstly we use a FC layer to fuse zid and zemo,
then we use a five-layer deconvolution network to decode the
latent representation. For classifier, only one FC layer is used.
As for the weight in Lall, we set α = 1 × 10−4, β = 5 in
all settings. During the training of Cross-VAE, we use adam
optimizer [22] with 1 × 10−4 learning rate and 5 × 10−4

weight decay.



Method CK+ Oulu RAF-DB
3D-CNN-DAP [24] 92.40 - -
STM-ExpLet [25] 94.19 74.59 -
IACNN [5] 95.37 - -
(N+M ) Softmax [6] 97.1 - -
DTAGN [26] 97.25 81.46 -
DeRL [27] 97.30 88.00 -
GCNet [28] 97.93 86.30 -
AdaLBP [3] - 73.54 -
Atlases [29] - 75.52 -
FN2EN [19] - 87.71 -
Center Loss [2] - - 82.86
PG-CNN [30] - - 83.27
PAT-Resnet [31] - - 84.19
Resnet-18 86.52 86.00 83.28
Cross-VAE 94.96 86.87 84.81

Table 1: Accuracy (%) on the CK+, Oulu-CASIA and RAF-
DB datasets.

3.3. Facial Expression Recognition Results

In this section, we compare our method with several baseline
methods on FER task. The expression encoder in our model
has same backbone as the Resnet-18, thus we compare our
method with Resnet-18 in particular. For RAF-DB, we initial-
ize parameters of Resnet-18 pretrained by Imagenet [23]. For
Oulu-CASIA and CK+, we initialize parameters pretrained by
RAF-DB.

CK+. Table 1 reports the average accuracy of a 8-fold
cross validation. The backbone of our expression encoder is
same as Resnet-18, while our model achieves an accuracy im-
provement of 8.43% compared to Resnet-18, which shows the
validness of disentangled feature. And our model shows close
performance to IACNN [5], which requires both subject and
expression label of each image.

Oulu-CASIA. Table 1 reports the average accuracy of a
10-fold cross validation. Cross-VAE shows an accuracy im-
provement of 0.87% compared to the Resnet-18. Next, we
compare our method with DTAGN [26], a jointly fine tune
method which uses sequences of facial landmarks and facial
images to conduct expression recognition. Our method per-
forms 5.4% better than DTGAN, showing the effect of disen-
tangled feature.

RAF-DB. RAF-DB is a wild dataset with larger training
and testing size. Our Cross-VAE model shows an accuracy
improvement of 1.53% compared to resnet-18, and achieves
highest accuracy compared with those state-of-the-art meth-
ods. Previous methods generally can’t utilze identity infor-
mation in such wild dataset, while our method can use large
ID annotated dataset to improve performance on wild expres-
sion dataset. The satisfactory performance on the wild dataset
shows the effectiveness of disentangled expression represen-
tations.

Fig. 3: Visulization of disentanglement.

To summarize, we use ID annotated dataset to learn ex-
pression representation disentangled from identity, improving
performance on CK+, Oulu-CASIA and RAF-DB.

3.4. Effect of Disentangle

In this section, we qualitatively analyze the disentangle effect
of Cross-VAE. We sample an image pair from CASIA dataset
x1,x2 and use Cross-VAE to extract zemo1, zemo2, zid1, zid2.
Then we do linear interpolation between zemo1 and zemo2,
zid1 and zid2 to generate an image matrix, results are shown
in Fig. 3. From the generated images, we can see that Cross-
VAE can capture the subtle change of expression and identity
and learn disentangled representations.

4. CONCLUSIONS

In this paper, we propose Cross-VAE, a generalized frame-
work beyond CVAE, so as to allow the disentanglement of
both expression and identity representations from faces. To-
wards optimizing the approximated evidence lower bound
(ELBO), our Cross-VAE provides a solid explanation of its
success on disentangling expressions from identities. With
its crossed formulation, our model is able to take the advan-
tage of training two partially labelled dataset simultaneously.
Experiments show consistently performance gain for the fa-
cial expression recognition task and proves the effectiveness
of our disentangle mechanism for encoding two orthogonal
discriminative features.
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