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ABSTRACT
User emotionmodeling is a vital problem of social media anal-
ysis. In previous studies, content and topology information
of social networks have been considered in emotion model-
ing tasks, but the inflence of current emotion states of other
users was not considered. We define emotion influence as
the emotional impact from user’s friends in social networks,
which is determined by both network structure and node
attributes (the features of friends). In this paper, we try to
model the emotion influence to help analyze user’s emotion.
The key challenges to this problem are: 1) how to combine
content features and network structures together to model
emotion influence; 2) how to selectively focus on the ma-
jor social network information related to emotion influence.
To tackle these challenges, we propose an attention-based
graph convolutional recurrent network to bring in emotion
influence and content data. Firstly, we use an attention-based
graph convolutional network to selectively aggregate the
features of the user’s friends with specific attention. Then an
LSTMmodel is used to learn user’s own content features and
emotion influence. The model we proposed is more capable
of quantifying the emotion influence in social networks as
well as combining them together to analyze the user emo-
tion status. We conduct emotion classification experiments
to evaluate the effectiveness of our model on a real world
dataset called Sina Weibo1. Results show that our model
outperforms several state-of-the-art methods.
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1 INTRODUCTION
With the rapid development of social platforms, tweeting on
social media has become one of the main ways for people to
express their opinions and feelings. By analyzing the hetero-
geneous content of the tweets, we can infer users’ emotion
changes over time. It helps us study social dynamics and
understand public opinions. At the same time, people’s emo-
tions can unconsciously affect the emotions of those around
them through online chats [10], which is called emotional
contagion [15]. Experiments on Twitter [6] confirmed that
users exposed to negative tweets were more likely to post
negative content than normal. And other studies on Flickr [2]
shown that information dissemination was limited to indi-
viduals who were very close to the uploader, and that it took
a long time to spread farther. More than 50% of the images
were marked as "like" by close friends. [3] analyzed the data
of Facebook users and found that each user directly affected
the emotion state of about one or two friends by rainfall
changes. These studies have proved that there are positive
and negative emotion influence in online social networks.
So it is reasonable to consider emotion influence as well as
content information in emotion modeling tasks.
Previous studies have focused on text, image, user at-

tributes or social network topology to analyze emotion sta-
tus in social networks. Some [26] inferred emotions from
heterogeneous social media data, and others [24] leveraged
social network topology in emotion analysis. Besides these
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Figure 1: The framework of the attention-based graph con-
volutional recurrent network.

attributes, we want to further study the emotion inflence of
a user’s friends at a specific time by analyzing their emotion
states.
In this paper, we attempt to model emotion influence in

social networks and apply this model to emotion classifica-
tion tasks in social media platforms. We also want to explore
whether different friends have different impacts on users.
This problem holds several challenges. The first challenge is
to find a reasonable model of emotion influence which can
handle both structure and content information of the social
network. Secondly we should find a way to distinguish the
different influence level of friends and focus on those who
have greater influence.
To address these challenges, we propose an attention-

based graph convolutional recurrent network (GCRN). The
main framework is illustrated in Figure 1. For each user at a
specific time t, we can extract tweets posted a short period of
time before t from the local neighborhood. An auto-encoder
model is used to learn a joint representation of both text and
image information of these tweets. Then the attention-based
graph convolutional network aggregates content features
in the neighborhood with different weights defined by the
attention layer. It gets the representation of emotion influ-
ence. After that the LSTM network learns user’s personalized
content features and emotion influence together.

Our contributions are listed as follows:

• We confirm the existence of emotion influence in the
social network and propose a GCRN model to model

user’s emotion state from both personal content and
emotion influence.

• We use attention mechanism in the proposed model
to differentiate emotion influence between friends.

• We propose an attention-based GCRN to model emo-
tion influence, and conduct emotion classification ex-
periments on Sina Weibo dataset to analyze its perfor-
mace. Our model outperforms several state-of-the-art
methods in terms of F1-measure.

2 RELATEDWORK
Emotion analysis in social networks
In the existing literature, a bunch of methods targeting on
emotion analysis in social networks have been proposed.
These studies mainly use the content information [12, 19, 27]
and social role [23, 24] to determine user’s emotion status,
but the combination of content and social influence may
contain more information of user’s emotion status.

Another strand of literature focuses on the influence and
correlation in social networks. [18] demonstrated that the
higher the frequency of communication in the instant mes-
saging network, the stronger the similarity of interests and
personal characteristics. [21] found three factors that can
affect user’s emotion: the user’s behavior, the previous emo-
tional state and the influence of social relations. [20] pointed
out that there were some special nodes in the social network
(such as structural holes, opinion leaders, etc.) that have
greater influence to others than ordinary users. Different
from these studies, we focus on the influence specifically on
emotions, which is less conscious and more personal. Com-
pared with social status, the intimacy between friends can
be more important.
Some studies have already proved that social influence

is related to network structures. [25] proposed an emotion
mining method from text, which can be used to predict the
strength of the relationship between users. [5] pointed out
that different emotions had different correlation rate. They
also found that the interaction frequency and the number of
friends can affect the influence level. [7] designed a proba-
bilistic model of the effects of multiple users, and calculated
probability values by analyzing social relationships and user
behavior in social networks. Different from these studies, we
focus on both structure and content information in the social
network to better determine user’s current emotion status.

Graph convolutional network
Many scholars have studied the method of modeling spatio-
temporal sequences using graph convolutional networks and
recurrent networks.
The graph convolutional network is proposed to gener-

ate node representations in networks [9]. Node features are
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learned by sampling and aggregating feature information
(such as text attributes) in the local neighborhood of the
node [8]. Besides mean aggregation and max pooling, atten-
tion mechanism is also introduced in graph convolutional
networks [22].
In order to learn spatial correlation in input data, [17]

proposed a convolutional LSTM network (convLSTM) to
learn spatial correlation in input data using two-dimensional
grid convolution. Then the convolution operation is extended
to topological graphs by the graph convolutional recurrent
network [16], while others [13] further solved the problem
of topological graph changing with time.

For our problem, we incorporate the graph convolutional
recurrent network with attention mechanism to aggregate
features from other users in the social network. The attention
weights learned by the model can reflect the influence level
of different users in the neighborhood.

3 PROBLEM DEFINITION
Information on social media contains two parts: tweets K
and social networkG = (V ,E), whereV represents the users
and E ⊆ (V ×V ) is the set of connections. Specially, every
ei j ∈ E in Sina Weibo is a directed edge which points from
vi (the follower) to vj (the followee). Given a user v ∈ V
and his tweets in K , content features are organized in time
sequences as Xv = (. . . ,xv,ti−1 ,xv,ti ,xv,ti+1 , . . . ), where i
represents the posted time order of every tweet and xv,ti
represents the features of the tweet.

Definition 1. A heterogeneous social network is a directed
graph G = (V ,E,K ,Y ), where V is the set of users, ei j ∈ E
denotes that user vi follows user vj , kti ∈ K denotes the
tweet posted by user vi at time t. Y t

i denotes the emotion
status of user v at time t .

Definition 2. The neighborhood of uservi is the set of users
Vi that can reach him in a given step number k. Given the
adjacency matrix A, let Ak =

∑k
i=0A

i . If Ak (i, j) , 0, we can
consider user vj ∈ Vi , which means the emotion of vj may
affect vi .
Problem. Our problem is to integrate users’ content in-

formation and emotion influence into emotion status un-
derstanding. Given a user v in G, a specific time t , and the
historic emotion status before t , our goal is to analyze the
emotion status of v at time t :

f : G = (V ,E,K ,Y0, . . . ,Y
t−1) → Y t . (1)

4 DATA OBSERVATION
The existence of emotion influence
In order to study emotion influence in social networks, we
first need to verify its existence.

We randomly select 2000 pairs of users from the data
set, which belongs to two groups: a friend-related group
(in which user v1 follows user v2) and a friend-independent
group (in which the two users are not linked). We define
the emotion similarity as the ratio that user v1 has the same
emotion as user v2 within a short period of time.

P(v1,v2) =

∑
i ∈K1

∑
j ∈K2∧Yi=Yj R(ti − tj )∑

i ∈K1

∑
j ∈K2 R(ti − tj )

, (2)

where R(∆t) = 1 if ∆t < T . It determines whether the emo-
tions are relevant since emotion influence is time-sensitive.

The friend-related group has a higher emotion similarity
(27.1%) than the friend-independent group (20.7%). The re-
sults confirm that users are more likely to have same emotion
experience as their friends, which means user’s emotion is
actually influenced by his or her friends.
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Figure 2: The distribution of emotion similarity. X-axis
refers to the emotion similarity calculated by Equation 2. Y-
axis refers to the percentage of friend pairs.

For the same user, the emotion of different friends may
have different impact. For example, if a friend has same
interests with the user, the impact may be relatively high.
If two friends have had similar emotional expressions in

the past, it is reasonable to assume that they may maintain
this similarity in the future. We choose 1000 friend pairs from
the dataset who often post tweets together. In particular, if
v1 follows v2, then v2 has more than 50% of the blogs posted
within a short time period (3 days) ofv1. The pairs are divided
into two groups, the emotion-related group and the emotion-
independent group by the average emotion similarity in the
first three month (over or under 50%). We use Equation 2
to measure the influence level between two users. Then we
calculate the distribution of emotion similarity of the two
groups in the next two months.

As shown in Figure 2, friends in the emotion-related group
are more likely to have higher emotion similarity than those
in the emotion-independent group.
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Summary: The results of above case studies confirm that
a user’s emotion is actually influenced by his or her friends,
and the emotion similarity between them is rather stable
over time. So it is reasonable to introduce emotion influ-
ence into emotion analysis and selectively focus on friends
who have greater influence on users. And if we can better
characterize the emotion influence with content as well as
structure information, we can have better understanding of
user’s emotion status.

The persistence of user’s emotion
In order to find out if the emotion from the past can affect
current status, we calculate the probability of users changing
from one specific emotion to different emotions.
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Happy Sad Anger Disgust Neutral

Figure 3: The probability of emotional transition. Each bar
shows the probability of a specific emotion of one user trans-
forms to another.

It can be seen in Figure 3 that the probability of one emo-
tion transforms to itself is the highest in every category
(43.7% on average), which means the users are more likely
to maintain their previous emotion status. So it is useful to
take into account the previous state of users.

5 METHODOLOGY
In this section, wewill introduce our proposedmodel, attention-
based graph convolutional recurrent network in detail. We
first introduce the general framework of our method, and
then the main components such as graph convolutional re-
current network, attention mechanism and auto-encoder.

Framework
In our problem, the tweets posted by users in the social
network can be seen as spatio-temporal sequences. Each
user posts a series of tweets in order of time and the tweets
posted by different users at a point in time can affect each
other.
We use a graph convolutional recurrent network to inte-

grate user’s personal content and social relations. The frame-
work is shown in Figure 1. Firstly we train an auto-encoder to

get joint representations of text and images in all tweets and
deal with the problem of modality deficiency. Then we use
an attention-based graph convolutional network to learn the
emotion influence by aggregating features from the user’s
friends in a short time period. The attention mechanism
is used to focus on friends who have greater contribution
on emotion influence. Finally, LSTM is used to learn users’
emotion status from their personal content and emotion
influence.

Pre-training: auto-encoder

Joint 
Representation

Input
Features

Reconstructed
Features

Encoder

Decoder

Figure 4: The structure of the auto-encoder.

We design an auto-encoder model to learn a joint represen-
tation of image and text for future processing. The structure
is shown in figure 4. The input features X = (X1, . . . ,Xn)

contain n modalities Xi = (x1, . . . ,xdi ) with different dimen-
tions. We first extend the features of each modality Xi to
Yi = (y1, . . . ,yd ) with the same input dimention d:

yk = σ (
∑
x j ∈Xi

wik jx j + bik ), (3)

where wi is the weight matrixs, bi is the bias and σ is the
activation function.
Then we learn the joint representation S = (s1, . . . , sk )

and the reconstructed features Ŷ from the concatenation of
modalities Y = (Y1, . . . ,Yn) = (y1, . . . ,ynd ) as:

si = σ (
∑
yj ∈Y

wi jyj + bi )

ŷi = σ̂ (
∑
sj ∈S

ŵi jsj + b̂i ).
(4)

Thenwe can get the reconstructed input features X̂ = (X̂1, . . . , X̂n).
For each X̂i ,

x̂k = σ̂ (
∑
yj ∈Yi

ˆwik jyj + b̂i ). (5)

w, ŵ are the weight matrixs, b, b̂ are the bias and σ , σ̂ are the
activation functions.
The loss of the auto-encoder is calculated as the mean

squared error of the input feature X and the reconstructed
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output X̂ . We train this model with unlabeled data first. Then
we use the encoder part to get the joint representation S of
text and image features when training the GCRN model.

Graph convolutional recurrent network
In other areas, graph convolutional network has been used
to handle graph-structured data. The model could obtain
the feature representation of local network structure and
the content in the topological graph. On this basis, [16] pro-
posed graph convolution recurrent networks to model spatio-
temporal sequences.

User Social	Network
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X
t X

t
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X
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3

	

=X
′ t
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aiX
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Figure 5: The structure of the attention-based graph convo-
lutional network.

In our model, the graph convolutional recurrent network
is used to combine content features and emotion influence.
aggregate content features from friends who have emotion
influence on the user. The social network in Sina Weibo is
a directed graph. If user v follows user u, it means user v is
interested in what user u has posted and can be influenced
by u. For user v in the social network, we consider all users
v can reach within K-hops as the neighborhood N (v), where
K controls the size of the neighborhood. We calculate the
emotion influence feature x ′t

N (v) as the weighted sum of the
features of all friends in the neighborhood who have posted
tweets in a short time period before t,

x ′t
N (v) =

∑
u ∈N (v)

αuvx
t ′
u , (6)

where t ′ ∈ [t − ∆t , t]. αuv is the weight defined by the atten-
tion mechanism.

Then the new representation x ′t
v is considered as the con-

catenation of user’s personal content features and the emo-
tion influence features.

x ′t
v = concat(x

t
v ,x

′t
N (v)). (7)

Then LSTM is used to learn the user’s behaviour from
aggregated input features. Compared with other neural net-
works, LSTM considers each user’s tweets as a sequence of

dynamic changes over time, which can better explore the
user’s characteristics.

The LSTM network takes the aggregated feature sequence
x ′

v = (x ′0
v , . . . ,x

′T−1
v ,x ′T

v ) as input, where v is the user, T is
the length of time steps. At timestep t, the LSTM unit takes
the operations in Equation 8.

it = σ (Wiix
′
t + bii +Whih(t−1) + bhi )

ft = σ (Wi f x
′
t + bi f +Whf h(t−1) + bhf )

дt = tanh(Wiдx
′
t + biд +Whдh(t−1) + bhд)

ot = σ (Wiox
′
t + bio +Whoh(t−1) + bho)

ct = ftc(t−1) + itдt

ht = ot tanh(ct ).

(8)

Finally the classifier gets user’s emotion status from the
output sequence hv = (h0v , . . . ,h

T−1
v ,hTv ) of LSTM.

ytv = σ (Wht + b), (9)

where W is the weight matrix, b is the bias and σ is the
activation function.

Attention mechanism
The attention weight αuv shows the contribution of user u’s
features to user v at time t. It helps us selectively focus on
those features that best reflect the emotion status of the user
v. αuv is defined as the softmax of the attention coefficients
of all friends in the neighborhood of user v.

αuv = so f tmax(euv ) =
exp(euv )∑

i ∈N (v) exp(eiv )
. (10)

A personalized attention parameter av ∈ R2d is used to
compute the attention coefficients, where d is the dimension
of the content feature.

euv = av · concat(x tv ,x
t ′
u ). (11)

6 EXPERIMENTS
In this section, we conduct experiments using Sina Weibo
dataset to evaluate the performance of our model and the
contribution of the components.

Experimental setup
Data collection. The data used in our experiments are from
Sina Weibo. We downloaded tweets from May 2011 to June
2012, as well as the rations between users.

For a large-scale dataset, it is unrealistic to manually mark
the emotion labels of each tweet. So we adopt the emotion
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Table 1: The F1-measure of all methods

Method Happy Sad Angry Disgust Neutral F1-macro F1-micro

DNN 0.599 0.301 0.474 0.336 0.448 0.431 0.482
LSTM 0.846 0.385 0.482 0.377 0.565 0.531 0.585

GCN(GraphSAGE) 0.831 0.316 0.493 0.366 0.573 0.516 0.592
GCN-attention 0.823 0.389 0.504 0.388 0.572 0.535 0.596

GCRN 0.888 0.405 0.525 0.404 0.603 0.565 0.629
GCRN-attention 0.902 0.421 0.540 0.422 0.600 0.577 0.632

tagging method, which is widely used in emotion classi-
fication problem. We consider the descriptions of emoti-
cons(which is defined by Sina Weibo) in tweets as the stan-
dard of users’ emotions. We use the emotion word lists de-
fined by Wordnet [14] based on synonyms to divide the
descriptions into five emotion categories: happy, sad, angry,
disgust and neutral. These emotions are selected from Paul
Ekman’s basic emotions [4] and the emoticons belonging to
them are most frequently used. Then we remove tweets with
emoticons belonging to more than one category.

Finally, we select 1,789,417 tweets from the dataset (437,750
for happiness, 356,661 for sadness, 280,726 for anger, 304,756
for disgust and 409,524 for neutral). These tweets belong to
52,382 users. Each user posted 34.2 tweets on average. We
take the tweets posted in first 70% of the time period for
training, the next 10% for validation and the last 20% for
testing.

Feature extraction. For text features, we first remove spe-
cial symbols, numbers and other stop words from the text.
Then we use the Paragraph Vector [11] to convert it to 100-
dimensional feature vectors. We use Sentibank [1] to extract
1200-dimensional feature vectors from images. From the so-
cial network we can get the adjacency matrix of users.

Comparison methods. To evaluate the performance of our
model, we compare it with several baseline methods. All
models are built using pytorch. The comparison methods are
listed as follows:

Deep Neural Network (DNN):We get predictions of the
encoded content features through a fully-connected neural
network.

Long-Short Term Memory (LSTM): It does not con-
sider emotion influence from friends and only takes the
encoded content features as the input of LSTM.

Graph Convolutional Network (GCN): It is described
in [8] and does not have LSTM. It takes the output of GCN
as the input of the classifier.

Graph Convolutional Recurrent Network (GCRN):
To analyze the the contribution of the attention mechanism,
we train the GCRN model with mean aggregator described

in [8], in which all the node features in the neighborhood
have the same weight.
In our model, the auto-encoder is trained in advance. In

the graph convolutional network, the neighbor size K=2 and
the length of the timestep is 3.5 days. The hidden layer of
LSTM contains 100 neurons and is activated by relu. The
dropout rate is 0.5. Cross-entropy loss is used in training.

Metrics. We use F1-measure to verify the performance of
each algorithm.

F1 =
2 ∗ precision ∗ recall

precision + recall
(12)

Specifically, we use both macro-F1 and micro-F1 to eval-
uate the performance of different models. Macro-F1 is con-
sidered as the average F1 value of different classes. When
calculating micro-F1, we first get the sum of the TP (true
positive), FP (false positive) and FN (false negative) value
of each class, and then calculate the micro-precision and
micro-recall to get the micro-F1 using Equation 12.

Experimental results
Performance analysis. The F1-measure of our model and the
comparison methods are shown in Table 1. All methods have
higher micro F1 values because happiness accounts for a
greater proportion of all emotions and has higher accuracy.
And they all perform better when distinguishing between
positive and negative emotions. The experimental results
confirm the effectiveness of our model. On this basis, we
further analyze the following aspects:

1) Compared with the GCN model, the GCRN model gets
an improvement of 4.2%-4.9% on macro-F1, which validates
the importance of incorporating users’ previous emotion
states and preferences into emotion analysis.

2) Compared with basic LSTM, the GCRN models get im-
provements of 3.4%-4.6% on macro-F1, which proves the ef-
fectiveness of considering emotion influence by aggregating
the features from social network friends.
3) When using the attention mechanism, the model gets

an improvement of 1.2% on macro-F1. The results prove that
focusing on friends who have greater impact on the user’s
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Figure 6: Parameter sensitivity analysis.

emotion can benefit user emotion analysis. We also notice
that themodel gets greater improvements (1.4%-1.8% in terms
of F1-measure) in both positive and negative emotions than
neutral ones. This indicates that when using attention mech-
anism the model can focus on friends with similar emotion
states.

Scalability. To evaluate the scalability of our method, we con-
duct experiments on different scales of dataset and the result
is shown in Figure 6(a). At first, the performance increases
with the scale of dataset, then it tends to be stable when
training percentage is larger than 50%. The results verify the
scalability of the proposed method.

Structure analysis. To explore the performance of our auto-
encoder model, we compare it with a basic LSTM model
without auto-encoder and an LSTM model with single-layer
auto-encoder. The single-layer model only contains one hid-
den layer to represent the joint feature. Figure 6(c) shows
the average F1-measure of these models. Compared with
the single-layer auto-encoder model, our model avoids the
imbalance in the training process due to the difference in
feature length, which improves the performance.

Parameter sensitivity analysis. We conduct experiments on
different length of time in GCN to analyze the duration of

emotion influence. Figure 6(b) shows the average F1-measure
of different ∆t in Equation 6. If the time period is too short,
we can not get enough tweets to guide the prediction. But
if it is too long, the tweets may not have enough influence
on the user. We can see that the model with a 3-day length
achieves better performance.

Table 2: The F1-measure of different sizes of neighborhood

Happy Sad Angry Dis Neu F1
-gust -tral -macro

K = 1 0.892 0.421 0.521 0.382 0.595 0.562
K = 2 0.902 0.421 0.540 0.422 0.600 0.577
K = 3 0.896 0.424 0.535 0.392 0.606 0.570

Table 2 shows the results considering different sizes of the
local neighborhood (up to depth K). Although most emotion
influence comes from direct links of the users, friends who
are not directly linked to the users still have some influence
on them.
Figure 6(d) shows the average F1-measure of different

number of LSTM neurons. Our model reached the highest
performance when LSTM has 100 memory cells. The per-
formance decreased when the number of cells increased.
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Therefore, we set the number of LSTM memory cells in the
experiments as 100.
Figure 6(e) shows the relationship between the number

of tweets posted by one user and the average classification
performance. When the number of tweets is less than 15,
the classification performance increases as the number in-
creases. Then it maintains basically stable. This shows that
the user’s personalized information can be learned after
enough amount of data.

7 CONCLUSION
In this paper, we propose an attention-based graph convolu-
tional recurrent network to analyze users’ emotion status.We
combine emotion influence with user’s personalized content
features. The experimental results prove the effectiveness of
our method. We further discuss the length of time that emo-
tion influence can last and the size of neighborhood to which
it can spread. Our approach can be applied to many areas,
including public opinion monitoring and product promotion
in social networks.

In the future, we can adopt more social network informa-
tion into emotion modeling, such as the interaction between
users.

ACKNOWLEDGMENTS
This work is supported by National Key Research and De-
velopment Plan (2016YFB1001200), the Innovation Method
Fund of China (2016IM010200), the state key program of
the National Natural Science Foundation of China (NSFC)
(No.61831022) and National Natural, and Science Foundation
of China (61521002).

REFERENCES
[1] Damian Borth, Tao Chen, Rongrong Ji, and Shih-Fu Chang. 2013. Sen-

tibank: large-scale ontology and classifiers for detecting sentiment and
emotions in visual content. In Proceedings of the 21st ACM international
conference on Multimedia. ACM, 459–460.

[2] Meeyoung Cha, Alan Mislove, and Krishna P. Gummadi. 2009. A
measurement-driven analysis of information propagation in the flickr
social network. 721–730.

[3] Lorenzo Coviello, Yunkyu Sohn, Adam D. I. Kramer, Cameron Marlow,
Massimo Franceschetti, Nicholas A. Christakis, and James H. Fowler.
2014. Detecting Emotional Contagion in Massive Social Networks. 9,
3 (2014), e90315.

[4] Paul Ekman. 1992. An argument for basic emotions. Cognition &
emotion 6, 3-4 (1992), 169–200.

[5] Rui Fan, Jichang Zhao, Yan Chen, and Ke Xu. 2014. Anger is more
influential than joy: Sentiment correlation in Weibo. PloS one 9, 10
(2014), e110184.

[6] Emilio Ferrara and Zeyao Yang. 2015. Measuring emotional contagion
in social media. PloS one 10, 11 (2015), e0142390.

[7] Amit Goyal, Francesco Bonchi, and Laks V. S Lakshmanan. 2010. Learn-
ing influence probabilities in social networks. 241-250 (2010), 241–250.

[8] William L Hamilton, Rex Ying, and Jure Leskovec. 2017. Inductive
Representation Learning on Large Graphs. (2017).

[9] Thomas N Kipf and MaxWelling. 2016. Semi-Supervised Classification
with Graph Convolutional Networks. (2016).

[10] Adam DI Kramer, Jamie E Guillory, and Jeffrey T Hancock. 2014. Ex-
perimental evidence of massive-scale emotional contagion through
social networks. Proceedings of the National Academy of Sciences 111,
24 (2014), 8788–8790.

[11] Quoc Le and Tomas Mikolov. 2014. Distributed representations of
sentences and documents. In Proceedings of the 31st International Con-
ference on Machine Learning (ICML-14). 1188–1196.

[12] Chengxin Li, Huimin Wu, and Qin Jin. 2014. Emotion classification
of chinese microblog text via fusion of bow and evector feature rep-
resentations. In Natural Language Processing and Chinese Computing.
Springer, 217–228.

[13] Franco Manessi, Alessandro Rozza, and Mario Manzo. 2017. Dynamic
Graph Convolutional Networks. (2017).

[14] George A. Miller. 1995. WordNet: A Lexical Database for English.
Communications of the Acm 38, 11 (1995), 39–41.

[15] Gerald Schoenewolf. 1990. Emotional contagion: Behavioral induction
in individuals and groups. Modern Psychoanalysis (1990).

[16] Youngjoo Seo, MichaÃńl Defferrard, Pierre Vandergheynst, and Xavier
Bresson. 2016. Structured Sequence Modeling with Graph Convolu-
tional Recurrent Networks. (2016).

[17] Xingjian Shi, Zhourong Chen, Hao Wang, Wang Chun Woo,
Wang Chun Woo, and Wang Chun Woo. 2015. Convolutional LSTM
Network: a machine learning approach for precipitation nowcasting.
In International Conference on Neural Information Processing Systems.
802–810.

[18] Parag Singla andMatthew Richardson. 2008. Yes, there is a correlation:-
from social networks to personal behavior on the web. In Proceedings
of the 17th international conference on World Wide Web. ACM, 655–664.

[19] Duyu Tang, Bing Qin, Ting Liu, and Zhenghua Li. 2013. Learning
sentence representation for emotion classification on microblogs. In
Natural Language Processing and Chinese Computing. Springer, 212–
223.

[20] Jie Tang, Tiancheng Lou, and Jon Kleinberg. 2012. Inferring social
ties across heterogenous networks. In Proceedings of the fifth ACM
international conference onWeb search and data mining. ACM, 743–752.

[21] Jie Tang, Yuan Zhang, Jimeng Sun, Jinhai Rao, Wenjing Yu, Yiran
Chen, and Alvis Cheuk M Fong. 2012. Quantitative study of individual
emotional states in social networks. IEEE Transactions on Affective
Computing 3, 2 (2012), 132–144.

[22] Petar VeliÄŊkoviÄĞ, Guillem Cucurull, Arantxa Casanova, Adriana
Romero, Pietro LiÃš, and Yoshua Bengio. 2017. Graph Attention Net-
works. (2017).

[23] Xiaohui Wang, Jia Jia, Jie Tang, Boya Wu, Lianhong Cai, and Lexing
Xie. 2015. Modeling emotion influence in image social networks. IEEE
Transactions on Affective Computing 6, 3 (2015), 286–297.

[24] Yang Yang, Jia Jia, Boya Wu, and Jie Tang. 2016. Social Role-Aware
Emotion Contagion in Image Social Networks.. In AAAI. 65–71.

[25] Mohamed Yassine and Hazem Hajj. 2010. A framework for emotion
mining from text in online social networks. In Data Mining Workshops
(ICDMW), 2010 IEEE International Conference on. IEEE, 1136–1142.

[26] Shumei Zhang, Jia Jia, and Yishuang Ning. 2017. Inferring emotions
from heterogeneous social media data: A Cross-media Auto-Encoder
solution. In Acoustics, Speech and Signal Processing (ICASSP), 2017 IEEE
International Conference on. IEEE, 2891–2895.

[27] Jiang Zhong and ST Deng. 2012. Classification approach of Chinese
texts sentiment based on integrated features. Application Research of
Computers 29 (2012), 98–100.


	Abstract
	1 Introduction
	2 Related Work
	Emotion analysis in social networks
	Graph convolutional network

	3 Problem Definition
	4 Data observation
	The existence of emotion influence
	The persistence of user's emotion

	5 Methodology
	Framework
	Pre-training: auto-encoder
	Graph convolutional recurrent network
	Attention mechanism

	6 Experiments
	Experimental setup
	Experimental results

	7 Conclusion
	Acknowledgments
	References

