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Abstract: Tone recognition is the core function in Chinese speech perception. The tone perception ability of people with sensorineural
hearing loss (SNHL) is often weaker than normal people. Automatically tone enhancement would be useful in helping them understand
Chinese speech better. In this paper, we focus on the tone enhancing model for Chinese disyllable words. We first analyze the acoustic
features related to tone perception. By agglomerative hierarchical clustering method, the first and second syllables of disyllable words
are clustered into 6 clusters respectively. Discriminative features of these clusters are experimentally determined from a set of possible
features related to tone perception, such as the pitch value, pitch range and position of minimum pitch, etc. We further propose a
practicable tone enhancing model with these discriminative features: 1) an input pitch contour is classified by calculating the distance
between it and the centroid of each cluster, and 2) selecting the smallest distance, then the unclassified pitch contour belongs to this
cluster, 3) the pitch contour is modified for tone enhancement with model parameters corresponding to this cluster using TD-PSOLA.
Both statistical and subjective experiments show that higher hit rate of tonerecognition can be obtained after tone enhancement with
the proposed model. Especially, the proposed enhancing model can also avoid traditional tone recognition, which is more convictive
and less laborious.
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1 Introduction

Chinese Mandarin is a tonal language. Most of Chinese
syllables are pronounced with one of the four lexical
tones: the high-level tone (tone 1), the mid-rising tone
(tone 2), the low-falling-rising tone (tone 3) and the
high-falling tone (tone 4). The four tones of Mandarin
Chinese are used to distinguish the meaning of words.
The main difference between different tones is their pitch
contours: the pitch contour of tone 1 is high and flat, the
pitch contour of tone 2 rises after a possible short falling,
the pitch contour of tone 3 rises after a longer falling, and
the pitch contour of tone 4 falls sharply [1].

For describing pitch contours of different tones, Chao
proposed the five-scale method [1]. In the five-scale
method, the four tones in isolated syllable could be
represented as following: 555 for tone 1, 345 for tone 2,

214 for tone 3 and 531 for tone 4. In a continuous speech,
the pitch contour of a syllable will be affected by
surrounding syllables. Tao proposed Syllable Pitch
Stylized Parameters (SPiS) to describe the pitch contour,
and used the parameters to realize stress and intonation
[1]. Various tone patterns were brought forward, which
was tend to be perfect; however, researches on parameters
related to tone perception are still not sufficient.

For the tone perception researches, most existing
related researches focus more on contrastive tones. Wang
and Liu analyzed the effect of some pitch features on the
perception of tone 1 and tone 2 [2]. They found that
onset, offset, and turning of the pitch contour (defined as
the duration from the onset of the tone to the point of
change in F0 direction) are relevant to tone perception.
Moore and Jongman, who worked on tone 2 and tone 3,
reached the conclusion that both the turning point and
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∆F0 (the decrease in F0 from the onset of the tone to the
turning point) would affect tone perception [3].
Afterwards, researchers paid more attention on tones 2
and 3, and reached their own observations [4,5,6,7].
They described some key features influencing tone
perception, yet they didn’t come up with an enhancing
model or a modifying method with these features.

On the research of improving perceiving tones, Lu et
al. used a tone modification factor “contrast weight” to
achieve tone enhancement [8]. They put forward a digital
processing method for modifying tone contrast that was
defined as the greatest difference in frequencies between
peaks and valleys of pitch curves. But their method could
only apply to monosyllables. In fact, in Mandarin
Chinese, there were often not only monosyllables but also
disyllables, and the effect of surrounding syllables on
tone perception couldn’t be ignored. So, how to modify
for disyllables is a major task.

The ability of perceiving and distinguishing the tone
information, is an important component of the people’s
Mandarin speech perception ability. The tone perception
ability of people with sensorineural hearing loss (SNHL)
is often weaker than normal people. Therefore, it is
significant to research on the specific role of different
acoustic features in tone perception, and propose an
algorithm for automatically tone enhancement.

In this paper, we focus on the tone enhancing model
for disyllable words in Chinese Mandarin speech. We
analyzed the discriminative acoustic features related to
tone perception of disyllable words, based on a disyllable
word corpus with different level of tone emphasis, which
will be described in Section 2. And then in Section 3, we
propose a tone enhancing model for disyllable words
using those discriminative features. Both statistical and
subjective experiments are carried out in Section 4 to
validate the correctness and reliability of the model.
Finally, Section 5 gives conclusions and future work.

2 Analysis on the Discriminative Features
Related to Tone Perception

To form a tone enhancing model, we analyze features
related to tone perception first. For monosyllable, J. Lu et
al. recommended a tone enhancing algorithm with factor
“contrast weight” on pitch value [8]. But without
changing timing features which describe the shape of
pitch contours, such as positions of minimum and
maximum pitch points, tone 2 and tone 3 are still not easy
to be identified by listeners. In addition, the condition for
disyllable words is more complex because of
coarticulation. In this context, we analyze a speech corpus
with 2 different levels of tone emphasis to find tone
perception related features.

There are totally 230 disyllable words in our corpus,
each word is recorded two times by a female speaker with
normal and emphasized tone. The recordings with normal

tone would be referred as the regular corpus in the rest
of the paper, while the recordings with emphasized tone
would be called emphasized corpus. The data are digitized
using a sampling rate of 16kHz with 16-bit resolution, and
saved in single channel wav files.

A. Tone Perception Test
A perception test is carried out to validate that there

is an obvious perceptional difference between the regular
corpus and the emphasized one.

Fifteen subjects aged between 20 and 30 take part in
the test. The subjects are all native speakers of Mandarin
Chinese from mainland China. None reports any hearing
or speech disorders.

The disyllable corpus is manually segmented into
single syllables. Each syllable is normalized to the same
root-mean-square (RMS) level. In either of the regular
and emphasized corpus, we built 16 tables with 25
syllables in each by random selection.

To simulate the hearing condition for people with
hearing disabilities, voices are played at the hearing
threshold of each subject. Each subject listens to 4 tables,
two from regular corpus and two from emphasized
corpus, and is asked to reply which tone the syllable
belongs to. The hit rate of the perception test is shown in
Figure1.

Fig. 1: Hit rate of tone perception test

From the hit rate we can find that the emphasized
corpus has a higher hit rate than the regular one. In other
words, there is an apparent perceptual difference between
the two corpora. What’s more, for regular corpus, 30.5%
of the first syllables with tone 2 are mistakenly identified
as tone 3, while 29.7% of the second syllables with tone 3
are as tone 2. For example, /wu2 shu4/ (“countless”)
identified as /wu3 shu4/ (“martial art”), and /ke2 yi3/
(“may”) identified as /ke3 yi2/ (“suspicious”). This
indicates the necessity to use timing features (features
describing the shape of pitch contours) besides pitch
value as the discriminative features for tone 2 and tone 3.
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By analyzing and comparing the two corpora, we can find
the features related to tone perception.

B. Clustering of Pitch Contours
Related studies showed that the perceived tone is

mainly determined by the shape of pitch contour of a
Chinese syllable [12], so we extracted the pitch contours
of all finals in the corpus. For different type of pitch
contour, the features affecting tone perception may not be
the same, which brings about the significance of
reclassification. Although there are only four lexical tones
in Mandarin Chinese, the pitch contour varies during
coarticulation in continuous speech. This means there
may be more than four types of pitch contours to be found
in continuous speech for these four lexical tones. Without
any prior knowledge, clustering, a method of
unsupervised learning, is used to classify the pitch
contours.

To avoid the influence of the lengths of pitch
contours, each pitch contour is resampled to 20
equidistant points which are adequate to describe outline
of the whole pitch contour. Each point of the resampled
pitch is calculated based on the two adjacent fundamental
frequencies in original contour using logarithmic
interpolation. After resampling, the data are standardized
to z-score values to help avoid dependence on the choice
of measurement units taking the following steps:
calculating the mean value; calculating the mean absolute
deviation; calculating the standardized measurement, or
z-score of resampled fundamental frequency.

Euclidean distance is selected to measure the distance
between normalized pitch contours, and during clustering,
inner square distance (Ward’s distance) is selected
measure the distances between clusters to guarantee that
each cluster are well separated from others.

Agglomerative hierarchical clustering is selected to
process clustering [9]. In this algorithm, initially each
sample is assigned to a separated cluster, and on each
time the two clusters that are the nearest among all the
clusters are combined into a new cluster. The termination
criterion of clustering in chosen to be the inner squared
distance between any of two categories is greater than
11.5. This threshold can guarantee that the result shows
observable difference between clusters.

The first syllables and second syllables in the regular
corpus are clustered separated. They both got six clusters
after clustering. The pitch contours in each cluster are
shown in Figure2 and Figure3, representing the first and
the second syllables respectively.

The clustering result is consistent with lexical tones,
which means that samples in the same cluster mainly
have the same tone. Therefore, each cluster is named as
the tone it originally belongs to. As there are more than
four clusters in the result, some lexical tones are separated
into two clusters. For the first syllable in the corpus, the
2nd tone and the 4th tone are separated in two clusters
each. So the six clusters for the first syllable in the corpus
are called tone I-1, tone I-2-1, tone I-2-2, tone I-3, tone

Fig. 2: The pitch contours of each cluster of the first syllables

Fig. 3: The pitch contours of each cluster of the second syllables

I-4-1 and tone I-4-2. The clusters for the second syllable
in the corpus are called tone II-1, tone II-2, tone II-3-1,
tone II-3-2, tone II-4-1 and tone II-4-2, as in this time, the
3rd tone and the 4th tone are separated in two clusters.
Further analysis of the result can also reveal what effect
the context has on pitch contour. For example, the tone
I-2-1 cluster for the first syllable mainly comes from
words whose second syllables are the 2nd or 3rd tone,
while the tone I-2-2 cluster mainly comes from words
whose second syllables are the 1st and 4th tone.

C. Centroid of the pitch contours
The 20-point pitch contour representation is used in

clustering to avoid dimensionality problems, but it is not
enough to represent detailed shape of pitch contours in
the study. And as the original pitch contour is not smooth
enough when we look at the details, we then smoothed
the pitch contours of the final of each syllable in the
corpus. High order polynomial curve fitting (the order is 4
in our study because the curve has no more than 3 turning
points) is experimental determined to smooth the pitch
contours.
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To analyze the discriminative features related to tone
perception, the centroid of the pitch contours in each
cluster is calculated, defined as the average of the
100-point fitted pitch contour:

F0i,center(k) =
∑ j∈set(i) F0j,smooth(k)

∑ j∈set(i)1
(1)

whereF0i,center(k) represents thek-th frame of centroid
of set i, F0j,smooth(k) represents thek-th frame of pitch
contour No.j.

Fig. 4: The pitch contours of each cluster of the first syllables

Fig. 5: The pitch contours of each cluster of the second syllables

The result is shown in Figure4 and Figure5. The
dash line represents the centroid of the regular corpus,
while the solid line represents that of the emphasized
corpus. As can be seen from the figure, the difference
between the pitch contour from the regular corpus and the
emphasized corpus mainly are in pitch value and timing
features. Specifically, pitch value features contains mean

pitch, pitch range, minimum pitch, maximum pitch, and
the onset and offset of the pitch contours, while timing
features means positions of minimum and maximum
pitch point.

D. The Discriminative Features Influencing Tone
Perception

Inspired by SPiS (Syllable Pitch Stylized Parameters)
proposed by Tao [1], we computed the following features
for pitch contours in the 100-point representation:

–Pitch value feature: mean F0 (mean, in Hz), range of
F0 (range, in Hz), minimum F0 relative to mean F0
(relative min, in Hz), maximum F0 relative to mean F0
(relative max, in Hz), F0 at pitch onset (onset, in Hz),
F0 at pitch offset (offset, in Hz);

–Timing feature: position of minimum F0 divided by
the length of F0 (pos of min), position of maximum F0
divided by the length of F0 (pos of max).

These features are calculated for each syllable, and the
features that are significantly different between the regular
corpus and the emphasized corpus in a cluster are selected
and shown in Table1 and Table2. The value in the table
means the ratio of the feature corresponding emphasized
corpus and the one corresponding regular corpus.

Table 1: Values of discriminative features for the first syllables
of disyllable words in tone emphasis

Feature
Tone
I-1

Tone
I-2-1

Tone
I-2-2

Tone
I-3

Tone
I-4-1

Tone
I-4-2

mean (M) 1.10 1.22 1.12 1.14 1.04 1.08
range (Kmean) 1.10 1.20 1.01 1.01
rel min (Kmin)
rel max (Kmax) 1.57
min pos (Rmin) 0.69 0.75 0.91
max pos (Rmax)
onset (Kbegin) 1.01
offset (Kend) 1.07

Table 2: Values of discriminative features for the second
syllables in disyllable words in tone emphasis

Feature
Tone
II-1

Tone
II-2

Tone
II-3-1

Tone
II-3-2

Tone
II-4-1

Tone
II-4-2

mean (M) 1.13 1.18 1.21 1.13 1.12 1.15
range (Kmean) 1.01
rel min (Kmin) 1.21 1.09
rel max (Kmax) 1.47
min pos (Rmin) 0.81 0.91 0.82
max pos (Rmax)
onset (Kbegin) 1.01 1.01
offset (Kend) 1.20 1.28

With the further analysis of the perception test results
in Section 2-A, it can be confirmed that these parameters
are related to tone perception. For example, in the
perception test, quite a number of samples from the
regular corpus belonging to tone I-2-1 for the first syllable
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are perceived as tone 3, but nearly none of those
belonging to tone I-2-2. The centroid values of the
features in these clusters are listed in Table3.

Table 3: The average values of discriminative features in clusters
tone I-2-1, tone I-2-2, tone I-3 for the first syllable.

Feature Corpus
Tone
I-2-1

Tone
I-2-2

Tone
I-3

mean (in Hz)
regular 236 271 203

emphasized 289 311 231

range (in Hz)
regular 80 138 99

emphasized 133 165 77

rel min (in Hz)
regular -31 -57 -37

emphasized -56 -75 -26

rel max (in Hz)
regular 49 81 63

emphasized 77 90 51

min pos
regular 0.32 0.24 0.93

emphasized 0.22 0.18 0.85

From Table3 we can see that the features of tone
I-2-2 differ much more from tone I-3 than those of tone
I-2-1 for regular corpus. The features from clusters of the
2nd tone differ more from the 3rd tone in the emphasized
corpus then in the regular corpus, while higher perception
correctness rate is gotten in emphasized corpus in
perception test.

In this section, based on the analysis on both the
clustering result from the regular and emphasized corpus
and perception test, we experimentally determine the
discriminative features that are related to tone perception.

3 Tone Enhancing Model for Disyllables

With the discriminative features above as parameters, we
proposed the disyllabic tone enhancing model.

A. Disyllabic Tone Enhancing Model
We useF0(t) to represent the fundamental frequency

at sample timet, t ranges from 0 to the total lengthT . The
tone enhancing model is based on several basic
transformations of the pitch contour, which are introduced
as following:

–Stretch transform:

Stretch(F0(t),K,M, type) =

Ktype · (F0(t)−F0type)+M ·F0type (2)

whereK is the range parameter with normal value 1,M is

the mean parameter with normal value 1,type stands for
the type of the transform,type = mean for the transform
based on mean value, corresponding to when mean
belongs to discriminative parameters; and it is similar
with the conditiontype = min andtype = max.

–Position transform:

Position(F0(t),R, index) =










F0(t/R)
f or 0≤ t ≤ R · index

F0(T − (T −R · index)(T − t)/(T − index))
f or R · index < t ≤ T

(3)

whereindex stands for position parameter, or simply the

sample time when minimum F0 occurs as the max
position isn’t used in the model.R is the ratio parameter
with normal value 1, or simplyRmin, ranging from 0 to
T/index. Other variables defined as before.

–Endpoint transform:

EndPoint(F0(t), index,Kbegin,Kend ,M) =










Kbegin · (F0(t)−F0index)+M ·F0index
f or 0≤ t ≤ index

Kend · (F0(t)−F0index)+M ·F0index
f or index < t ≤ T

(4)

whereKbegin andKend are the range parameter with normal

value 1. Other variables defined as before.
With these transformations, then the disyllable tone

enhancing models are constructed. Different models are
used for different tones, as we can see from Tables1 and
2 that the discriminative features for different tones are
different.

–Model 1: Mean-range enhancing model

F0new(t) = Stretch(F0(t),K,M, type) (5)

This model applies to clusters I-1, I-4-1, I-4-2, II-1, II-
4-1 and II-4-2, with the values of variables shown in Tables
1 and2. This model reflects the change of pitch range and
mean pitch value of the contour.

–Model 2: Mean-range & minpos enhancing model

F0new(t) = Stretch(Position(F0(t),R, index),

K,M, type) (6)

This model applies to clusters I-2-1, I-2-2 and II-2,
with the values of variables shown in Tables1 and2. This
model reflects the change of position of minimum pitch,
pitch range, and mean pitch value of the contour.

–Model 3: Endpoint & minpos enhancing model

F0new(t) = EndPoint(Position(F0(t),R, index),

index,Kbegin,Kend ,M) (7)
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This model applies to clusters I-3, II-3-1 and II-3-2,
with the values of variables shown in Tables1 and2. This
model reflects the change of position of minimum pitch,
mean pitch value, and endpoint of the contour.

B. Tone Enhancing Application
In order to demonstrate the effectiveness of our

proposed model, we apply the disyllable tone enhancing
model to our continuous Chinese Mandarin speech tone
enhancing application. In our previous tone enhancing
application, the input is continuous speech, and after
syllable segmentation, we use only tone enhancing model
for monosyllable to modify pitch contours [10].But under
the restriction of syllable segmentation accuracy, we often
get not only monosyllables but also disyllables. So we
further apply the proposed disyllable tone enhancing
model to our application. That means, after syllable
segmentation and F0 extraction, 1) an unclassified pitch
contour will be classified by calculating the distance
between its 20-point representation and the centroid of
each cluster of both monosyllable and disyllable models,
and 2) selecting the smallest distance, then the
unclassified pitch contour belongs to this cluster, 3) the
pitch contour is modified for tone enhancement with
model corresponding to the cluster using TD-PSOLA, as
TD-PSOLA method is a high quality speech synthesis
method which is also be used on Chinese [11].
Furthermore, this method can also avoid traditional tone
recognition, which is more convictive and less laborious.

4 Experiment and Discussion

To evaluate the proposed disyllable tone enhancing
model, we first set up an experimental dataset “enhanced
corpus” with 230 disyllable words by modifying the
regular corpus using the proposed tone enhancing model.
In order to examine the validity of the proposed model,
we conduct two experiments with both statistical and
subjective methods.

Statistical Experiment: A clustering experiment like
the one described in Section 2-B and 2-C is carried out.
The purpose of this experiment is to verify that after tone
enhancement, the distances between tone clusters are
larger than regular corpus.

Subjective Experiment: Two contrastive perception
experiments are carried out on regular corpus and
enhanced corpus. The purpose of this experiment is: 1) to
examine how naturalness and perceived quality will
behave along the synthesis, and 2) to verify that after tone
enhancement, there is a clear improvement in tone
perception by subjects.

A. Clustering
Clustering described in Sections 2-B and 2-C is

reconducted on the enhanced corpus. The average cluster
distance (Ward’s distance) increases from 38.5 to 40.6 for
the first syllable, and from 36.7 to 43.8 for the second.
Particularly, the cluster distance increases from 23.9 to

27.9 between cluster I-2-1 and I-3, from 42.0 to 44.5
between I-2-2 and I-3, from 29.3 to 31.2 between II-2 and
II-3-1, from 24.2 to 28.5 between II-2 and II-3-2. That is,
with the increase of cluster distance, the perceptual
distances of the tone between clusters will also gain,
which further means different tones will be distinguished
more easily using enhanced corpus, especially for the
clusters the major confusion in regular corpus belongs to.
These results indicate the proposed tone enhancing
method is feasible.

B. Naturalness along the Synthesis
This experiment is carried out to examine the

perceived quality along the synthesis. Disyllables from
regular corpus and enhanced corpus are mixed, and then
25 of them composed a table, constructing 18 tables in
all. Each subject is asked to indicate the naturalness of
each testing item, based on 5-point Likert scale, i.e.: ‘1’
(Bad), ‘2’(Poor), ‘3’(Fair), ‘4’(Good), ‘5’(Excellent).

Twelve subjects aged between 20 and 30 from
mainland China participate in the listening test. Voices are
played at the comfortable level. The mean opinion score
(MOS) is calculated by averaging the five-point Likert
scale over all the subjects.

The average MOS corresponding regular corpus is
4.75, while the MOS corresponding enhanced corpus is
4.49, a bit smaller. Analysis shows that almost all the
disyllables are considered as good or excellent, so the
synthesizing process ensures the perceived quality.

C. Tone Perception
The perception experiment is then to verify that after

the modification of the discriminative features by the tone
enhancing model, it will be easier for listener to perceive
the intended tone type.

The listening materials are chosen randomly from the
regular and enhanced corpus. Eighteen tables are
constructed with 25 disyllables in each table. The
syllables are normalized to the same RMS level.

Eighteen subjects aged between 20 and 30 are invited
to this perception experiment. The subjects were all native
speakers of Mandarin Chinese from mainland China. The
test process is the same as in Section 2-A.

The hit rates for each cluster obtained by Section 2 for
the first and the second syllable are shown in Figures6
and 7. From the results, we can figure out that the
enhanced corpus has higher hit rate than the regular one,
ranging from about 3% to an incredible more than 30%,
which validates the effectiveness and robustness of the
proposed model.

In Section 2-A, we mentioned that for regular corpus,
30.5% of the first syllables with tone 2 and 29.7% of the
second syllables with tone 3 are mistakenly identified.
From Figures6 and7, we can find that both tone 2 of the
first syllables (I-2-1, I-2-2) and tone 3 of the second
syllables (II-3-1, II-3-2) have a remarkable increase of hit
rate, especially tone 2 of the first syllables. These results
confirm that the tone enhancing method can help people
identify the correct tone.
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Fig. 6: The hit rates for all clusters of the first syllables

Fig. 7: The hit rates for all clusters of the second syllables

The modifications around the discriminative features
shown in Section 2-D these features are also similar.
When these features are modified more drifting the
normal value within limits, the hit rate is always
increasing sharper, e.g. tone 1-4-1 and tone 1-4-2. And if
we consider the three vertical range features (range of F0,
minimum F0 relative to mean F0 and maximum F0
relative to mean F0) as similar features, it also holds true.
These results also show that the combination of these
features can help people perceive the tone information in
evidence.

5 Conclusion and Future Work

Based on analysis of a disyllable speech corpus with
different levels of tone emphasis, we experimentally
determine the discriminative features related to disyllable
tone perception. A tone enhancing model for Chinese
disyllable words are then proposed based on the
discriminative features. Experiments indicate the relation
of those discriminative features and tone perception, and

show that the proposed tone enhancing model can lead to
higher hit rate in tone perception. Especially, tone
enhancement can be achieved using the model without
automatic tone recognition, which is practicable and
effective.

A separated evaluation on how useful pitch value
features and timing features are would be interesting, so
we will concentrate how the acoustic features contribute
to tone perception independently.
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